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Abstract

Attending to one speaker in multi-speaker situations is challenging. One neural mechanism proposed to underlie the ability to attend to a particular speaker is phase-locking of low-frequency activity in auditory cortex to speech’s temporal envelope (“speech-tracking”), which is more precise for attended speech. However, it is not known what brings about this attentional effect, and specifically if it reflects enhanced processing of the fine structure of attended speech. To investigate this question we compared attentional effects on speech-tracking of natural vs. vocoded speech which preserves the temporal envelope but removes the fine-structure of speech. Pairs of natural and vocoded speech stimuli were presented concurrently and participants attended to one stimulus and performed a detection task while ignoring the other stimulus. We recorded magnetoencephalography (MEG) and compared attentional effects on the speech-tracking response in auditory cortex. Speech-tracking of natural, but not vocoded, speech was enhanced by attention, whereas neural tracking of ignored speech was similar for natural and vocoded speech. These findings suggest that the more precise speech tracking of attended natural speech is related to processing its fine structure, possibly reflecting the application of higher-order linguistic processes. In contrast, when speech is unattended its fine structure is not processed to the same degree and thus elicits less precise speech tracking more similar to vocoded speech.
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Listening to speech in multi-speaker situations is challenging, particularly for populations such as older adults or hearing impaired listeners (for review, see Rimmele et al. 2014). These situations require the segregation of speech streams originating from different speakers and the selection of one of these streams for further processing. The neural mechanisms through which attentional selection is achieved and that facilitate the processing of attended speech over competing stimuli are not fully understood. One major question concerns the degree to which the ability to establish a robust representation of speech in auditory cortex (e.g. as required to attend to a particular speaker) is driven by the acoustic properties of the stimulus including both the speech envelope and its fine structure.

Mechanistically speaking, phase-locking of low-frequency neural activity in auditory cortex ("speech-tracking response") has been proposed to indicate a robust "object-level" representation of speech (Luo and Poeppel 2007). The speech-tracking response has been related to both the temporal envelope of the stimulus, which carries information regarding fluctuations in stimulus energy over time, as well as to its fine structure which contains the more detailed spectro-temporal information of speech (Ding and Simon 2014). Crucially, speech-tracking has been shown to be more robust for attended- compared to unattended speech presented simultaneously (Kerlin et al. 2010; Ding and Simon 2012a, 2012b; Horton et al. 2013, 2014; Zion Golumbic et al. 2013b), suggesting that this mechanism is influenced by attentional selection. The goal of the current study was to clarify the role of two levels of speech acoustics – the temporal envelope and fine structure – in speech-tracking by

Abbreviation: ECoG, electrocorticography; EEG, electroencephalography; ERF, event-related field; FAR, false alarm rate; fMRI, functional magnetic resonance imaging; HR, hit rate; ICA, independent component analysis; ITPC, intertrial phase coherence; ITPowC, intertrial power coherence; MEG, magnetoencephalography; RMS, Root Mean Square;
investigating how they interact with attention in multi-speaker listening situations. Specifically we asked, whether speech's fine structure is utilized by selective attention to enhance speech-tracking of natural speech.

1.1 The speech-tracking response

Phase-locking of neural activity in auditory cortex to the temporal envelope of speech is observed primarily in the theta frequency range (3-7Hz), corresponding to the syllabic time scale in speech. It is well established that the low-frequency fluctuations in the speech envelope, which carry temporal information about syllable onsets/offsets as well as prosodic cues, are crucial for speech intelligibility (Shannon et al. 1995; Giraud and Poeppel 2012; Zion Golumbic et al. 2012; Ghitza et al. 2013; Doelling et al. 2014). Ghitza and Greenberg (2009) showed that the intelligibility of time compressed speech (with a very low intelligibility <50% words correct), increased dramatically when a theta-range "syllabic rate" was artificially induced by adding periods of silence. In light of these results, it has been proposed that the theta-band 'speech-tracking response' in auditory cortex plays a role in segmenting the speech stream into smaller linguistically-meaningful units (Giraud et al. 2007; Luo and Poeppel 2007; Giraud and Poeppel 2012; Zion Golumbic et al. 2012).

Significant phase-locking to the sound envelope is also observed for unintelligible, time-inverted, or noise-vocoded speech as well as non-speech sounds (Lalor et al. 2009; Howard and Poeppel 2012; Hämäläinen et al. 2012; Peelle et al. 2012; Wang et al. 2012; Millman et al. 2013; Steinschneider et al. 2013; Ding et al. 2014). Nonetheless, speech tracking is more robust for natural compared to noise-vocoded speech, in which the fine structure information is removed but the low-frequency temporal fluctuations contained in the speech envelope are preserved (Luo and Poeppel 2007; Howard and Poeppel 2010; Peelle
et al. 2012; Wild, Davis, et al. 2012; Ding et al. 2014). This observation has been interpreted by some as reflecting the application of higher order linguistic processing to natural compared to vocoded speech, since vocoded speech is less intelligible than natural speech (Peelle et al. 2010; Wild, Davis, et al. 2012). Others suggest that these effects may be due to the difference in acoustical information in natural compared to vocoded speech, and that the increased speech-tracking response for natural speech reflects its richer acoustic features (Ding et al. 2014; reviewed in Ding and Simon 2014). It is difficult to distinguish between these alternatives, as differences in speech acoustics and speech intelligibility are inherently confounded when directly comparing natural vs. vocoded speech. Nonetheless, these two interpretations make different predictions regarding the consistency of this phenomenon. Under the acoustic-processing perspective, the advantage for speech-tracking of natural over vocoded speech should remain robust under different cognitive manipulations, since it is primarily due to the acoustic structure of the stimuli. In contrast, under the linguistic-processing perspective, the differences in speech tracking of natural and vocoded speech may be affected by task demands and the degree of linguistic processing applied. Following this rationale, in the current study we tested how the speech-tracking response of natural and vocoded speech was affected by selective attention as a means for investigating the interaction between the acoustic richness of a stimulus and top-down processing demands. As reviewed below, higher order top-down processes, such as linguistic processing or selective attention, influence processing in auditory cortex therefore reconciling their interaction with bottom-up acoustic processing is critical for understanding the neural architecture and hierarchy underlying speech processing.
1.2 Effects of linguistic processing on sensory responses

There is much evidence that sensory processing of speech in auditory cortex can be modulated by higher order processing, such as syntactic or semantic analysis (Miller and Isard 1963; Kalikow et al. 1977; Peelle et al. 2012; Peelle 2013), speaker familiarity (Johnsrude et al. 2013) or linguistic expectations set up by visual cues (Jacoby et al. 1988; Zekveld et al. 2008; Sohoglu et al. 2012; for review: Peelle et al. 2010). Sohoglu and colleagues (using EEG and MEG) showed that a visual cue, which provides prior knowledge of the speech content, increases the perceived speech clarity in a similar manner as altering the physical parameters of the stimulus. Furthermore, prior knowledge increased the amplitude of evoked potentials/fields, in inferior frontal cortex, prior to affecting sensory processing in auditory cortex. The authors argue that these findings reflect early top down effects on sensory processing of speech. Imaging research provides further evidence for early effects of higher order processing, related to speech intelligibility, on sensory processing of speech in primary auditory areas (Wild, Davis, et al. 2012).

As mentioned above, several authors have interpreted the increased speech-tracking observed for natural vs. noise-vocoded speech (Peelle et al. 2012; for review: Peelle et al. 2010; see also: Luo and Poeppel 2007) as reflecting the influence of top-down linguistic processes, which are applied to natural but not to vocoded speech (Peelle et al. 2013). It has been suggested that one way in which linguistic processing may increase the temporal precision of speech-tracking in auditory cortex is by extracting and utilizing predictive information from the speech – e.g. from the lexical context, syllabic/word/clause boundaries, and prosodic cues - which provide temporal cues as to the timing and content of upcoming speech and can be utilized to allocate sensory processing resources to...
appropriate points in time (Lakatos et al. 2008; Schroeder et al. 2008, 2010; Zion Golumbic et al. 2012).

However, as discussed above, this linguistic-perspective is currently under debate. A recent study showed that speech-tracking of tone-vocoded speech was not altered even when their intelligibility was increased due to training (Millman et al. 2014), suggesting that the mere fact that a stimulus is intelligible does not necessarily enhance its speech-tracking response. Unfortunately, in that study responses to natural speech were not compared to the artificial vocoded stimuli. Thus, at the moment, the debate whether the enhanced speech-tracking of natural speech only reflects its richer acoustic structure (as suggested by Ding et al. 2014) or is additionally affected by linguistic processing remains unresolved.

1.3 Effects of attention on speech-tracking

Attentional focus also exerts a strong top-down effect on sensory processing. Neurophysiological studies in both humans and animals have shown repeatedly that although there are robust responses in sensory cortex to both attended and unattended stimuli across modalities, the magnitude of the sensory response is modulated by attention such that attended stimuli elicit stronger responses (Hillyard et al. 1973; Posner and Driver 1992; Tiitinen et al. 1993; Woldorff et al. 1993; Rimele et al. 2011). For simple auditory stimuli (tones), attentional effects on sensory evoked responses are generally interpreted as feature-based attention, brought about through local changes in gain and/or width of auditory receptive fields (Ahveninen et al. 2011). Attentional effects have been repeatedly found for neural speech-tracking responses as well, demonstrating more robust tracking of attended vs. unattended speech (Kerlin et al. 2010; Ding and Simon 2012a, 2012b; Horton
et al. 2013; Zion Golumbic et al. 2013b). In the case of speech, the mechanistic explanations for attentional modulations are less straightforward, as simple feature-based accounts are probably insufficient. Zion Golumbic and colleagues (2013b) recorded electrocorticography (ECoG) in surgical epilepsy patients while they selectively attended to one speaker and ignored another concurrent speech stream. They found that low-frequency phase as well as high-gamma power in auditory cortex (STG) faithfully tracked the temporal envelope of both the attended and unattended speaker (though speech-tracking was reduced for the unattended speaker); however, in higher-level brain regions (frontal/parietal cortex), low-frequency phase-locking was observed only for attended speech. These findings suggest that brain regions involved in higher-order speech processing and/or attentional focus selectively represent attended speech. These findings are in line with previous studies demonstrating that unattended speech undergoes limited linguistic processing compared to attended speech (Cherry 1953; Dark et al. 1985; Treisman 1986; Bentin et al. 1995; Wood and Cowan 1995; Power et al. 2012) and it is hypothesized that the selectivity of these regions may modulate sensory responses in auditory cortex through top-down feedback. According to this view, the observed enhancement of speech-tracking in auditory cortex by attention may reflect a combination of bottom-up sensory processing and additional top-down modulation from higher order brain regions involved in attention (Lakatos et al. 2008; Schroeder and Lakatos 2009).

1.4 Hypothesis

The current study was aimed at understanding the interaction between fine structure acoustics and selective attention and their mutual effect on the speech-tracking response in auditory cortex. To this end, we recorded MEG during a cocktail party paradigm where a
pair of natural and vocoded speech stimuli were presented concurrently, and participants were instructed to attend to one stimulus and performed an intensity change-detection task while ignoring the other stimulus. We then compared speech-tracking responses to natural and vocoded speech, when they were either attended or ignored.

The attentional manipulation in our experimental setup allowed us to address the issue of the relative contributions of the temporal envelope and fine structure of speech and top-down attention to the precision of the speech tracking response. Specifically, we hypothesized that if the increased speech-tracking previously observed for natural vs. vocoded speech is due primarily to the richness of their acoustic structure, we would expect differences in speech tracking of these speech-stimuli regardless of whether they are attended or unattended. Alternatively, if the increased speech tracking of natural speech is not driven solely by its richer acoustics, but rather is also influenced by top-down processes, we would expect attentional enhancement of speech-tracking to be more prominent for natural compared to vocoded speech.

2 Methods

2.1 Participants

Fifteen healthy participants with normal hearing (self-report) and no history of neurological disorders took part in the experiment. Due to technical problems data from one participant were excluded. Data of the remaining fourteen participants (female: 7; age-range between 19 and 35 years; mean age: 25.7, sd: 4.9) were included in the analysis. All participants were right-handed (Oldfield 1971), native English speakers and provided informed consent prior to the experiment. The experiment was conducted in accordance
with the local Institutional Review Board (New York University's Committee on Activities Involving Human Subjects).

2.2 Stimuli and task

Six sentences with a minimum length of 7 seconds (sentence length, mean: 7.52; sd: 0.31; min.: 7.04; max.: 7.84) were selected from a public domain internet audio book website (http://librivox.org). The six sentences differed in their semantic content and were spoken by different, three male and three female, speakers (American English pronunciation; sampling rate of 44.1 kHz). Noise vocoding was used to manipulate stimulus acoustics. Stimuli were generated, similarly as described by Shannon et al. (1995), using the Matlab toolbox “chimeraSoftware” (see Smith et al. 2002 Fig. 1 for an illustration of the procedure). We used noise-vocoded speech stimuli with four channels, which are established as being substantially less intelligible compared to natural speech (Shannon et al. 1995; Smith et al. 2002; Sheldon et al. 2008; Obleser and Kotz 2010), and are similar to the stimuli used in previous studies (Luo and Poeppel 2007; Peelle et al. 2012; Ding et al. 2014). Speech was filtered into four frequency channels using digital 418-point complex finite impulse response (FIR) filters and the efficient FFT-based method of overlap-add (Hamming windowed). Filter cut-offs were determined, according to Liberman's cochlear frequency maps for the cat (Liberman 1982), within a frequency range corresponding to that of the human cochlea (80 Hz - 20 kHz) to be approximately equally spaced at the basilar membrane (channel1: 80-504 Hz; channel2: 504 -1794 Hz; channel3: 1794 - 5716 Hz; channel4: 5716-17640 Hz). The absolute value of the Hilbert Transform was used to extract the envelope in each channel. White noise was similarly filtered and modulated by the speech envelope of each channel. The noise-vocoded speech stimulus was generated by
adding the envelope-modulated-noise of all channels. Finally, the signal was normalized (i.e, at each time point it was divided by the maximum of its absolute values). The RMS amplitude of speech stimuli and vocoded speech did not differ significantly (independent sample t-tests comparing the six sentences in both conditions: t(10) = 1.48; p = .148; natural, mean = 0.09, sd = 0.02; vocoded mean = 0.11, sd = 0.02).

FIGURE 1 ABOUT HERE

We employed a *cocktail party* paradigm in which two sentences were always presented simultaneously (Fig. 1). Sentences were paired such that natural speech was always presented simultaneously with vocoded speech, and a female speaker was always presented simultaneously with a male speaker sentence. In each trial, one sentence was designated as *to-be-attended* and started 500ms earlier than the *to-be-ignored* sentence. Participants were instructed to attend to the *early-onset* sentence. Either the *to-be-attended* or the *to-be-ignored* sentence contained a 600 ms-long loudness increase with equal probability. The loudness change could occur at a randomly selected point in time within the last 2-3 seconds of the stimulus. At the end of each trial participants were asked to indicate by button press whether a loudness change had occurred in the attended sentence (yes/no) and received feedback ("hit", "error"). The next trial followed after an inter-trial interval of 800 ms. To ensure similar high task performance for natural and vocoded sentences the size of loudness increase differed for both types of stimuli and was selected based on a behavioral pilot experiment using an adaptive procedure (natural speech: 10 dB SPL; vocoded: 17 dB SPL).
Behavioral responses were analyzed in both conditions: 1) attend natural; 2) attend vocoded sentences. Neurophysiological responses were also analyzed for the ignored stimuli: 1) attend natural; 2) attend vocoded; 3) ignore natural; 4) ignore vocoded. Each sentence was repeated 18 times per condition and sentences were counter-balanced across conditions.

Participants were instructed to hold their gaze at a fixation-cross. Sentences were presented at normal conversational sound level (~75 dB SPL) with insert earphones (E-A-RTONE 3A 50 ohm, Etymotic Research) attached to E-A-RLINK foam plugs that were inserted into the participants’ ear canal. The experiment consisted of 12 blocks. The total experiment duration was about 2 hours (45 min recording time). Prior to the experiment participants were familiarized with the task and received a short training. At the beginning of each session we ran an auditory localizer where participants passively listened to a random sequence of pure tones (duration 400 ms; 250 and 1000 Hz).

2.3 MEG recordings

MEG data were recorded on a 157-channel whole-head axial gradiometer MEG system (5 cm baseline axial gradiometer SQUID-based sensors, KIT, Kanazawa Institute of Technology, Japan) in an actively magnetically shielded room. Data were recorded with a sampling rate of 1000 Hz. They were filtered on-line with a notch filter at 60 Hz (to remove line noise) and a 200 Hz analog low pass filter (DC recording). Before and after the experiment, participant’s head position was localized via five coils to the MEG sensors. The positions of the coils were determined with respect to three anatomical landmarks (nasion,
left and right pre-auricular points) using 3D digitizer software (Source Signal Imaging, Inc.)
and digitizing hardware (Polhemus, Inc.). Headshape data were digitized using a 160 three-
dimensional digitizer (Polhemus).

2.4 Data Analysis

2.4.1 Behavioral Data Analysis
When participants indicated the detection of a loudness change in the attended
sentence (yes response) and there indeed was a loudness change in the attended sentence,
responses were considered hits, otherwise yes responses were considered false alarms (i.e.
when no loudness change occurred in the attended sentence). Hit rate (HR) and false alarm
rate (FAR) were calculated separately for each participant and stimulus type
(natural/vocoded). Response sensitivity was analyzed by calculating d’ according to the
signal detection theory (d’ = z(HR) - z(FAR)) (Green and Swets 1966). To avoid infinite d’
values, 0.5 was added to each individual hit and false alarm score, these values were
divided by the number of trials adding one trial (n+1) (Macmillan and Creelman 2005). A
paired-sample t-test was used to analyze effects of stimulus type.

2.4.2 MEG Data Analysis
All data were noise-reduced off-line using the Continuously Adjusted Least-Squares
Method (CALM; Adachi et al. 2001). The FieldTrip toolbox (http://fieldtrip.fcdonders.nl;
Oostenveld et al. 2011) and other custom Matlab toolboxes were used for further data
processing.

Preprocessing
The preprocessing procedure for cleaning the MEG data was as follows: the data were filtered (low-pass: 100 Hz) and gross artifacts were rejected based on semi-automatic procedure and visual inspection (localizer data: SQUID jumps, resets and muscle artifacts; experimental data: SQUID jumps and resets; SQUID jumps and resets, z-value cut-off = 100; muscle artifacts, z-value cut-off = 8). The data were then down-sampled to 500 Hz, bad channels were interpolated, and independent component analysis (ICA; runica; Makeig et al. 1996) was used to remove eye-blinks, eye-movements and heartbeat-related artifacts. ICA components were identified as eye-blink and heartbeat related activity by their spectral, topographical and time course characteristics.

**Localizer Data Analysis**

The M100 component was identified from the auditory localizer data of individual participants by averaging across trials (epoched between -0.2-1 sec) and baseline correcting (pre-stimulus: -0.2-0 sec; Fig. 2a). The top 20 sensors (10 per hemisphere) with maximal M100 amplitude were selected for use in subsequent analyses (Fig. 2b).

**Experimental Data Analysis: Intertrial phase/power coherence**

After preprocessing, data from the experiment were epoched (post-stimulus: 1-7 sec). The first 1 sec was not included in order to eliminate transient responses due to stimulus onset. Fourier-transform was performed on the data, using a Hann window. Spectral estimates were computed for frequencies \( f \) from 2 to 100 Hz (1 Hz frequency steps; 1 Hz frequency resolution) across 60 points in time from 1-7 s (1 s window; 0.1 s steps).
Intertrial phase coherence (ITPC) and Intertrial power coherence (ITPowC) were calculated separately for individual participants, for each sentence, and for all conditions. These measures quantify the consistency of responses (phase/power time course) across trials. ITPC was calculated as the circular variance of the phase across trials, at frequency and time point (circular statistics Matlab toolbox), and averaged across time points. ITPowC was calculated at each time \( t \) and frequency \( f \) as suggested by Luo and Poeppel 2007, where \( A_{ntf} \) is the momentary power at time \( t \), frequency \( f \) and trial \( n \):

\[
ITPowC_{tf} = \sqrt{\frac{\sum_{n=1}^{N} (A^2_{ntf} - \bar{A}^2_{tf})^2}{\bar{A}^2_{tf}}}
\]

Note that while larger ITPC values indicate stronger phase coherence, smaller ITPowC values indicate stronger power coherence across trials. For statistical purposes, we compared the ITPC and ITPowC values calculated across trials in which the same sentence was presented (within-group) to values calculated across trials with different sentences (between-group) which serve as an estimation of chance level (Luo and Poeppel 2007). The number of trials used to calculate the between-group signal was matched to the within-group trial number. Overall there were 108 trials per condition (18 repetitions per condition x 6 sentences), resulting in 432 trials total (note that 216 trials were recorded, but trials were differently combined for the attend/ignored condition, resulting in the analysis of 432 trials). After artifact rejection, the following amount of trials was analyzed: attend/ignore natural, mean = 107.14 (sd = 1.7); attend/ignore vocoded: mean = 107.14 (sd = 1.4). Between-group (comparison/control) trials were pseudo-randomly selected from all other trials of the condition. In order to ensure that the between-group signal contained a sufficiently heterogeneous mixture of different sentences, we also ensured that the same
sentence was not present in more than 6 trials (either as attended or unattended). In order
to focus on responses from auditory cortex, for each hemisphere, data were averaged
across the 10 sensors showing maximal M100 amplitude responses in the separate auditory
localizer tasks (pure tones). Furthermore, for each participant ITPC and ITPowC values
were averaged across all sentences separately for each condition, for both the within- and
between-groups. Prior to statistical analyses, mean ITPC and ITPowC values were
normalized using a rau transform. Paired-sample t-tests across participants were used to
test for significant differences between within- and between-group ITPowC and ITPC,
collapsed across conditions, at each frequency level (2-100 Hz). All further analyses were
performed on the difference between within-group and between-group ITPC, referred to as
the "ITPC dissimilarity values" (Luo & Poeppel, 2007), collapsed across the frequencies
where the ITPC was found to be significantly higher than chance, namely 2-8 Hz. Next, a 3-
way Analysis of Variance (ANOVA) with repeated measures was used to test the modulation
of dissimilarity across the different conditions, with the within-subjects factors of Attention
(attend, ignore), Stimulus type (natural, vocoded) and Hemisphere (left, right). For all
analyses, the Greenhouse-Geisser correction was applied when the assumption of
sphericity was violated (Greenhouse and Geisser 1959).

3 Results

3.1 Behavioral Results

Task performance was moderately high for both conditions: Attend natural mean \(d' = 2.1\) (sd = 1.1), mean HR = 0.77 (sd = 0.14); mean FAR = 0.13, (sd = 0.14); attend vocoded: mean \(d' = 1.5\) (sd = 1.8), mean HR = 0.71 (sd = 0.28); mean FAR = 0.28 (sd = 0.23).
Importantly, performance accuracy (d') did not differ between attend natural and attend vocoded conditions (no effect of condition, t(13) = 1.78, p = .101).

3.2 MEG Results

Within- and between group ITPowC did not differ significantly at any frequency, consistent with previous research (e.g., Luo and Poeppel 2007; Howard and Poeppel 2010). Within- and between-group ITPC was significantly different in the range from 2-8 Hz (Bonferroni corrected: ps < 0.0005; Fig. 3a; Fig. 3b displays the time course of the speech-tracking response).

A 3-way ANOVA with repeated measures testing within-subjects factors Attention (attend, ignore), Stimulus type (natural, vocoded) and Hemisphere (left, right) (Fig. 4a displays the mean dissimilarity values in all conditions) showed a main effect of Stimulus type, with larger ITPC dissimilarity for natural compared to vocoded sentences [F(1,13) = 6.62, p < .05, η²p = .34]. Post hoc one-sample Students' t-tests show that the dissimilarity was significantly larger than zero for both natural and vocoded conditions (averaged across Hemisphere and Attention; natural: p < .001; vocoded: p < .001; Bonferroni corrected alpha = .025). In addition, there was a tendency towards a main effect of Attention, with an increase in ITPC dissimilarity in the attend compared to ignore conditions [F(1,13) = 3.53, p = .083, η²p = .21]. Here too, post hoc one-sample Students' t-tests show that the dissimilarity was significantly larger than zero for both attend and ignore conditions (averaged across Hemisphere and Stimulus type; attend: p < .001; ignore: p < .001; Bonferroni corrected alpha = .025).
Importantly, there was a significant Attention x Stimulus type interaction [F(1,13) = 9.95, p < .01, \( \eta^2_p = .43 \)] (Fig. 4b). Post hoc paired-sample Students’ t-tests show significant differences between attend and ignore condition only for natural (p = .004), but not for vocoded sentences (p = .4). The dissimilarity was higher in attend natural compared to attend vocoded conditions (p = .007), while it was of a similar magnitude in ignore natural compared to ignore vocoded conditions (p = .508; Bonferroni corrected alpha = .0125).

There was no main effect of Hemisphere (p = .271) nor significant interactions between Attention x Hemisphere (p = .178) and Attention x Stimulus type x Hemisphere (p = .51). However, the interaction between Stimulus type and Hemisphere was significant [F(1,13) = 4.79, p < .05, \( \eta^2_p = .27 \)], as differences between response to natural and vocoded condition were only significant in the left hemisphere (p = .015) but not in the right hemisphere (p = .332; Bonferroni corrected alpha = .025).

4 Discussion

Reliable speech-tracking responses were found in response to all presented stimuli, regardless of their type or attentional status, manifested by significant 2-8 Hz phase-locking in auditory sensors. However, the strength of speech-tracking, reflecting its consistency across trials, differed across experimental conditions. The novel finding of this study is that speech-tracking was modulated by attention only for natural but not for vocoded speech, and that speech tracking of unattended speech was similar to that observed for vocoded speech. This pattern of results has two implications. First, in the absence of attention, the speech-tracking response mostly reflects the cortical representation of the temporal envelope of the stimulus and not analysis of its fine structure, as no differences were found in responses to unattended natural-speech and vocoded speech. Second, attentional effects
on speech-tracking responses cannot solely be explained by feature-based attention, as no
attentional modulation was observed for vocoded speech; rather they most likely reflect a
robust contribution of higher-order linguistic processing, applied more extensively to
attended vs. unattended speech. In the following we discuss the implication of these
findings on understanding the neural mechanisms of speech processing, particularly we
consider a predictive coding interpretation. Furthermore, we also discuss an alternative
“acoustic” explanation,

4.1 Bottom-up contributions to speech tracking in auditory cortex

Here we show that the previously reported enhanced speech tracking for natural
compared to vocoded speech (Luo and Poeppel 2007; Howard and Poeppel 2010; Peelle et
al. 2012; Wild, Davis, et al. 2012; Ding et al. 2014) holds only when these stimuli are
attended, whereas we found a similar degree of speech tracking for unattended natural and
vocoded speech. The present findings are not consistent with the proposal of Ding et al.
(2014) that analysis of the fine structure features also contributes to the speech-tracking
response, at least not without attention, as no difference in speech tracking was found for
unattended natural vs. vocoded speech. These findings also suggest that, at its core, the
speech-tracking response primarily represents the temporal envelope of the acoustics of
the entire auditory scene and is not speech-specific (Lalor et al. 2009; Howard and Poeppel
2010; Cogan and Poeppel 2011; Hämäläinen et al. 2012; Wang et al. 2012; Millman et al.
2013; Steinschneider et al. 2013), however it can be influenced and enhanced by additional
top-down processes.
4.2 Selective attention and speech intelligibility

The observed attentional effect on speech-tracking of attended vs. ignored speech is in accordance with several previous neurophysiological studies (Kerlin et al. 2010; Ding and Simon 2012a, 2012b; Horton et al. 2013; Zion Golumbic et al. 2013b). However, in those studies it was difficult to determine whether attentional effects were due to low-level feature-based attention, for example attending to the pitch of the speakers' voice, or whether linguistic processing of the speech content contributed to the attentional effect. In the current experimental design there was great physical difference between the concurrently presented natural and vocoded stimuli, which could have been used to direct attention at the feature-level. Therefore, the lack of an attentional effect on the tracking of vocoded stimuli reported here, suggests that attention was not guided by the global physical attributes of the stimuli. Rather, these findings indicate that a) attentional enhancement of speech tracking depends on the presence of fine-structure in the stimulus, and b) that the fine-structure information in natural speech is utilized to enhance speech tracking only when it is attended. We interpret this selective utilization of fine-structure for attended natural speech as reflecting linguistic processing, as it is well established linguistic processing is substantially reduced for unattended speech (Cherry 1953; Treisman 1986; Bentin et al. 1995; Mulligan 1998; Power et al. 2012; Sklar et al. 2012). Note that linguistic processing of attended speech is thought to occur relative automatically independent of the specific task (Warren and Marslen-Wilson 1987; Neely 1991; see also Peelle et al. 2010).

Thus, although in our paradigm linguistic processing was not explicitly required, it was most likely applied to attended speech.

This interpretation in line with two previous brain imaging studies Sabri and colleagues (2008) compared brain activations to speech and acoustically similar non-speech signals
(words/pseudo words vs. spectrally rotated speech) when they were attended or ignored. They found that when stimuli were attended natural speech elicited higher activation than rotated signals in postcentral gyri, left supramarginal gyrus and the temporal lobes bilaterally. However when the auditory stimuli were ignored and participants engaged in a demanding visual task, activation in these areas was similar for all auditory stimuli. These findings support the hypothesis that speech undergoes only low level sensory processing when it is ignored, whereas higher-order linguistic processing is mostly applied when speech is attended. Another relevant study is work by Wild and colleagues (Wild, Yusuf, et al. 2012) who studied the interaction between attention and speech intelligibility. They reported strong attentional effects on neural responses to highly-intelligible though degraded (six-band noise-vocoded speech; Smith et al. 2002) speech in STS and left inferior frontal gyrus, whereas responses to non-intelligible (noise-vocoded and spectrally rotated) speech were not modified by attention, at least when the competing stimulus was also auditory. The results of Wild and colleagues differ from ours on several accounts, for example they did not find any attentional modulation of responses for clear speech, however this may be explained by the easy nature of the attentional task (attending to a visual signal or an auditory “chirp”), which did not provide enough distraction. In contrast, the highly-intelligible degraded-speech condition used by Wild et al. more closely resembles our cocktail party paradigm, and thus their results are compatible with our findings. The notion that higher order linguistic processing is applied to speech to a larger extent when it is attended vs. ignored is also consistent with findings by Zion Golumbic et al. (2013b) who found that while neural activity in auditory cortex tracked the envelope of both attended and unattended speech, selective tracking only of attended speech was found in higher-order brain regions such as inferior-frontal and parietal areas.
These findings do not preclude the possibility that some degree of linguistic processing is applied to unattended speech, as implied by effects of covert priming (Beaman et al. 2007) and occasional attentional capture (Wood and Cowan 1995). However, as suggested by previous work, semantic processing of unattended speech is sharply reduced and mostly automatic and unavailable for conscious recollection (Cherry 1953; Treisman 1986; Bentin et al. 1995; Mulligan 1998; Power et al. 2012; Sklar et al. 2012).

One seemingly contradictory finding to the present results is reported by Millman et al. (2013) who fail to find any effect of intelligibility on the speech-tracking response to tone-vocoded speech. This null effect, which is also in contrast to several previous studies that found effects of intelligibility on sensory processing of speech (e.g. Sohoglu et al. 2012), does suggest that there may be cases where intelligibility alone is insufficient to drive an increase in speech-tracking. Yet, it is insufficient to negate the claim that when a significant increase in speech tracking is observed – as has been repeatedly found for natural vs. vocoded speech or attended vs. unattended speech – these effects may reflect additional linguistic processing. Indeed, we postulate that the claim that speech-tracking reflects only the acoustic features of a stimulus cannot be reconciled with the present pattern of our results, but rather that the response may be enhance by additional linguistic processing.

4.3 Contributions of top-down predictions to speech-tracking

It is proposed that enhanced speech tracking in auditory cortex reflects more precise temporal coherence between low-frequency neural activity and the speech stimulus, such that neural resources can be optimally allocated at appropriate points in time to process upcoming events in the attended speech stream (Luo and Poeppel 2007; Schroeder et al. 2008, 2010; Zion Golumbic et al. 2012). Arguably, improvement in the temporal precision of
speech tracking is afforded by predictive cues about upcoming input provided by sensory information, as demonstrated for audio-visual speech (Arnal et al. 2011; Zion Golumbic et al. 2013a). The precise nature of the processing facilitation that predictive cues offer remains largely unknown. In the case of linguistic processing of speech, several sources of information carry predictive value that can ostensibly be used to enhance temporal expectation for upcoming input in auditory cortex. For example, analysis of lexical structure as well as prosodic cues can improve the precision of temporal prediction as to the timing and duration of upcoming words. Another possibility is that semantic and syntactic analysis of speech generates predictions as to the specific words that will be uttered next (Sohoglu et al. 2012; Dikker and Pylkkanen 2013), allowing for anticipation and more precise tracking of the fine-structure content in narrow-band envelopes (see Peelle 2013).

We have no definitive way of determining whether the increased speech tracking of attended natural speech in the current study is indeed due to some form of temporal predictions. However, this interpretation converges with theories of predictive coding which postulate that predictive knowledge interacts with attention to influence sensory processing (Kok et al. 2012). For example, in a visual fMRI study, Kok et al. showed greater attentional effects on BOLD activity in primary visual cortices when predictive information about an upcoming stimulus was available, compared to when no predictive information was available (neutral cue; see also Tian and Poeppel 2013; Schröger et al. 2014). Thus theories of predictive coding may provide a useful framework for interpreting the current results and for generating predictions for follow-up studies.

4.4 Alternative explanations
Thus far, we have interpreted the interaction between attention and stimulus type (natural vs. vocoded) as reflecting the influence of top-down effects on speech tracking, rather than relying entirely on acoustic input. However, an alternative “bottom-up” interpretation may be considered, which postulates that since natural speech is acoustically richer than vocoded speech, attention can operate more effectively at the sensory level for enhancing the processing of attended natural speech, since it can utilize more acoustic features. This account could, theoretically, lead to a similar pattern of findings as reported here, with larger attentional effects for natural vs. vocoded speech. Under the current experimental design we cannot rule out this possibility, and it is entirely possible that part of the observed effect is also driven by more accurate feature-based attention at the sensory level for natural speech. However, we maintain that this perspective cannot entirely account for our results, and particularly for the lack of a difference in speech tracking for natural and vocoded speech when they are unattended. Future studies are needed, in which responses to unintelligible speech (with complex fine structure) are also measured, in order to unequivocally determine the relative contribution of bottom-up acoustics and top-down linguistic processing to the speech-tracking responses in auditory cortex.

Another set of factors to consider in the interpretation concerns stream segregation. A prerequisite for attentional selection is the ability to segregate speech streams originating from different talkers. For non-speech stimuli it has been shown that informationally rich acoustic structure can facilitate stream segregation (e.g., Bendixen et al. 2010; for review: Winkler 2007; Schröger et al. 2013; Bendixen 2014), therefore, one might wonder whether the attentional effects reported here for natural speech actually reflect a benefit in stream segregation rather than stream selection. However, in the current experiment, natural and vocoded speech were always presented together, thus there was no difference in stream
segregation difficulty between conditions. Therefore, the observed effects are probably due to selection, and not segregation.

Finally, our results could be considered in light of the possibility that the higher speech-tracking in the attend natural compared to attend vocoded condition is due to differential distractibility. According to this view, natural speech always captures more attention due to its higher intelligibility, and therefore the attend vocoded condition may suffer from higher distractibility since natural speech is presented in the background (for a similar argument see Sabri et al. 2008). However, since we found no significant difference in the speech tracking response to the ignore natural and ignore vocoded conditions, it is unlikely that they differed in the degree of distraction they afforded. Moreover, similar task performance in these conditions makes the distraction explanation less likely.

5 Conclusions

We show that while the temporal envelopes of attended and ignored sounds are tracked concurrently in auditory cortex, attended speech is tracked more effectively possibly due to effects of linguistic processing. In contrast, attention does not affect the speech-tracking response for vocoded speech, which lacks the fine-structure of natural speech and is substantially less intelligible. These results are testament to the tight link and mutual influence of high-order linguistic processes and the sensory processing of speech, and to the crucial role of attention in determining the depth of processing applied to incoming stimuli.
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Legends

Figure 1  Schematic of the paradigm. Prior to the onset of sentence presentation, participants hold their gaze at a fixation-cross. In each trial a pair of sentences – one natural and one vocoded - were presented simultaneously and monaurally through earphones. One stimulus started 500ms before the other, and participants were instructed to attend to the early onset stimulus (black waveform) and ignore the other stimuli (gray waveform; the onset delay is indicated by gray arrows). A brief loudness increase could occur in either the attended or ignored sentence (displayed in white), at a randomly chosen time point in the last 2-3 seconds of the sentence (within the time window highlighted in gray). After sentence offset participants indicated whether there was a loudness increase in the attended sentence (response) and received feedback. Each trial was followed by an 800 ms intertrial interval.

Figure 2  Localization of auditory sensors. a) The event-related field (ERF) to simple tones in the auditory localizer task is demonstrated for one participant. The peak time of the M100 component is identified as maximum amplitude around 0.1 s post stimulus onset (calculated on the root-mean-square of the data across sensors). The topography of the M100 at its peak window (0.07-0.11 s) is displayed above the ERP. Sensors with maximal M100 amplitude were selected individually for each participant (10 for the left and 10 for the right hemisphere) and used in subsequent analysis; b) The figure shows all M100 sensors across participants (black dots indicate a sensor that was beneath the maximum sensors of at least one participant).
Figure 3  **ITPC dissimilarity – Spectral and temporal course**  

**a)** The within-group ITPC (thick solid line) and between-group ITPC (thin dashed line) for each frequency, averaged across participants and conditions. ITPC was significantly larger than chance for frequencies between 2-8Hz;  

**b)** The time course (x-axis: 1-7 s) of the speech–tracking response is displayed for one sentence. The preprocessed MEG data were filtered in the relevant frequency range (high-pass cut-off: 2 Hz; low-pass cut-off: 8 Hz; two-pass butterworth filter; filter order: 6). For each participant and acoustic condition (*natural, vocoded*) the data was averaged across all trials where the sentence was attended (~18 trials per condition) and across maximal M100 sensors of the left hemisphere. The grand average across participants is displayed for the *attend natural* (solid line) and *attend vocoded* (dashed line) condition. The waveform of the sentence (*natural*) is displayed above the MEG signal (x-axis: 1-7 s).

Figure 4  **Effects of attention and acoustic on ITPC dissimilarity**  

**a)** The mean dissimilarity values for natural (white bar) and vocoded (gray) speech, in both the attend (plain) and ignore (shaded) conditions, averaged across auditory sensors separately for the left and right hemisphere. Error bars indicate the standard error of the mean (+- 1);  

**c)** The mean dissimilarity values for original (solid line), vocoded (dashed line), in the attend (left) and ignore (right) conditions, averaged across auditory sensors and collapsed over hemispheres. Error bars indicate the standard error of the mean (+- 1). The dissimilarity was significantly higher in the *attend original* compared to the *ignore natural* condition, whereas there was no attentional effect for vocoded speech.
A) Time (s) vs. Amplitude (x 10^{-13} T)

B) Head with brain activity map

0.07-0.11
a) Within-group vs. Between-group

ITPC

Frequency (Hz)

b) Natural vs. Vocoded

Amplitude (T)

Time (s)
Mean dissimilarity

- Attend natural
- Ignore natural
- Attend vocoded
- Ignore vocoded

Left hemisphere
Right hemisphere

(a)