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INTRODUCTION

The mind/brain must figure out at least two things when faced with the task of learning a natural language. One is how to transform the sound patterns of speech into a representation of the meaning of an utterance. The other is how to reproduce those sound patterns with the vocal tract (or, in the case of signed languages, with manual and facial gestures). Put differently, speech information must be processed along two different routes, an auditory-conceptual route and an auditory-motor route. These two processing streams involve partially segregated circuits in the brain and form the basis of the dual-route model of speech processing (Hickok and Poeppel, 2000, 2004, 2007), which traces its routes to the classic model of Wernicke (1874/1977), and parallels analogous proposals in the visual (Milner and Goodale, 1995) and somatosensory (Dijkerman and de Haan, 2007) systems. Thus, the division of labor proposed in dual-route models, wherein one route is sensory-conceptual and the other sensory-motor, appears to be a general organizational property of the cerebral cortex.

This chapter outlines the dual-route model as a foundation for understanding the functional anatomy of speech and language processing.

THE DUAL-ROUTE MODEL OF SPEECH PROCESSING

The dual-route model (Fig. 8.1) holds that a ventral stream, which involves structures in the superior and middle portions of the temporal lobe, is involved in processing speech signals for comprehension. A dorsal stream, which involves structures in the posterior planum temporale region (at the parietal-temporal junction) and the posterior frontal lobe, is involved in translating acoustic-based representations of speech signals into articulatory representations essential for speech production. In contrast to the canonical view that speech processing is mainly left-hemisphere-dependent, a wide range of evidence suggests that the ventral stream is bilaterally organized (although with important computational differences between the two hemispheres). The compelling extent to which neuroimaging data implicate both hemispheres has recently been reviewed (Turkeltaub and Coslett, 2010; Price, 2012; Schirmer et al., 2012).

The dorsal stream, on the other hand, is traditionally, and in the model outlined here, held to be strongly left-dominant.

Ventral stream: mapping from sound to meaning

BILATERAL ORGANIZATION AND PARALLEL COMPUTATION

The ventral stream is bilaterally organized, although not computationally redundant in the two hemispheres. This may not be obvious based on a cursory evaluation of the clinical data. After all, left-hemisphere damage yields language deficits of a variety of sorts, including comprehension impairment, while, in most cases, right-hemisphere damage has little effect on phonologic, lexical, or sentence-level language abilities. A closer look tells a different story. In particular, research in the 1980s showed that auditory comprehension deficits in aphasia (caused by unilateral left-hemisphere lesions) were not caused primarily by impairment in the ability to perceive speech sounds, as Wernicke and later Luria proposed (Wernicke, 1874/1969; Luria, 1970). For example, when
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Wernicke’s aphasics are asked to match pictures to auditorily presented words, their overall performance is well above chance, and when they do make errors they tend to confuse the correct answer with semantically similar alternatives more often than with phonemically similar foils (Miceli et al., 1980; Baker et al., 1981; Rogalsky et al., 2008, 2011). A similar pattern of performance has been observed following acute deactivation of the entire left hemisphere in Wada procedures (Fig. 8.2) (Hickok et al., 2008). “Speech perception” deficits can be identified in left-injured patients, but only on metalinguistic tasks, such as syllable discrimination, that involve some level of conscious attention to phonemic structure and working memory; the involvement of the left hemisphere in these tasks likely follows from the relation between working memory and speech articulation (Hickok and Poeppel, 2000, 2004, 2007). In contrast to the (minimal) effects of unilateral lesions on the processing of phoneme-level information during auditory comprehension, bilateral lesions involving the superior temporal lobe can have a devastating effect, as cases of word deafness attest (see Chapter 32) (Buchman et al., 1986; Poeppel, 2001).

Data from neuroimaging have been more controversial. One consistent and uncontroversial finding is that, when contrasted with a resting baseline, listening to speech activates the superior temporal gyrus (STG) bilaterally, including the dorsal STG and superior temporal sulcus (STS). However, when listening to connected, intelligible speech is contrasted with various acoustic baselines, some studies have reported left-dominant activation patterns (Scott et al., 2000; Narain et al., 2003), leading some authors to argue for a fully left-lateralized network for speech perception (Scott et al., 2000; Rauschecker and Scott, 2009). Other studies report bilateral activation even when acoustic controls are subtracted out of the activation pattern (Okada et al., 2010; for a review, see Hickok and Poeppel, 2007). The issue is still being actively debated within the functional imaging literature, although recent reviews and meta-analyses support the conjecture of bilateral STG/STS involvement (Turkeltaub and Coslett, 2010; Price, 2012; Schirmer et al., 2012).

**Computational asymmetries**

The hypothesis that sublexical-level processes in speech recognition are bilaterally organized does not imply that the two hemispheres are computationally identical. In fact there is strong evidence for hemispheric differences...
in the processing of acoustic/speech information (Zatorre et al., 2002; Boemio et al., 2005; Giraud et al., 2007; Hickok and Poeppel, 2007; Abrams et al., 2008). The basis of these differences is currently being debated. One view, arguing for a domain-general perspective for all sounds, is that the difference turns on the selectivity for temporal (left-hemisphere) versus spectral (right-hemisphere) resolution (Zatorre et al., 2002; Obleser et al., 2008). That is, the left hemisphere may be particularly well suited for resolving rapid acoustic change (such as a formant transition), while the right hemisphere may have an advantage in resolving spectral frequency information. A closely related proposal is that the two hemispheres differ in terms of their preferred “sampling rate,” with some left auditory cortical regions incorporating a bias for faster-rate (25–50 Hz) sampling and the right hemisphere for slower-rate sampling (4–8 Hz) (Poeppel, 2003). These two proposals are not incompatible as there is a relation between sampling rate and spectral vs temporal resolution: rapid sampling allows the system to detect changes that occur over short time-scales, but sacrifices spectral resolution, and vice versa (Zatorre et al., 2002).

Further research is needed to address these hypotheses. For present purposes, the central point is that this asymmetry of function indicates that spoken word recognition involves parallel pathways – at least one in each hemisphere – in the mapping from sound to lexical meaning (Hickok and Poeppel, 2007), similar to well-accepted dual-route models of reading (phoneme-to-grapheme conversion and whole-word routes) (Coltheart et al., 1993). Although the parallel-pathway view differs from standard models of speech recognition (McClelland and Elman, 1986; Marslen-Wilson, 1987; Luce and Pisoni, 1998), wherein the processor proceeds from small to larger units in serial stages, it is consistent with the fact that speech contains redundant cues to phonemic information (e.g., in the speech envelope and fine spectral structure cues) and with behavioral evidence suggesting that the speech system can take advantage of these different cues (Remez et al., 1981; Shannon et al., 1995). It is worth bearing in mind that such computational asymmetries apply to all sounds that the auditory system analyzes. They reflect properties of neuronal ensembles that are like filters acting on any incoming signal. Specialization is likely to occur at the next stage at which signals are translated into a format suitable for lexical access.

**Phonologic processing and the superior temporal sulcus**

Beyond the earliest stages of speech recognition there is accumulating evidence that portions of the STS are important for representing and/or processing phonologic information (Price et al., 1996; Binder et al., 2000; Hickok and Poeppel, 2004, 2007; Indefrey and Levelt, 2004; Liebenthal et al., 2005). The STS is activated by language tasks that require access to phonologic information, including both the perception and production of speech (Indefrey and Levelt, 2004), and during active maintenance of phonemic information (Buchsbaum et al., 2001; Hickok et al., 2003). Portions of the STS seem to be relatively selective for acoustic signals that contain...
phonemic information when compared to complex non-
speech signals (yellow shaded portion of Fig. 8.1) (Narain
et al., 2003; Liebenthal et al., 2005; Hickok and Poeppel,
2007; Okada et al., 2010). STS activation can be modu-
lated by the manipulation of psycholinguistic variables
that tap phonologic networks (Okada and Hickok,
2006), such as phonologic neighborhood density (the
number of words that sound similar to a target word),
and this region shows neural adaptation effects to
phonologic-level information (Vaden et al., 2010).

One currently unresolved question concerns the rela-
tive contribution of anterior versus posterior STS
regions in phonologic processing. Lesion evidence indi-
cates that damage to posterior temporal-lobe areas is
most predictive of auditory comprehension deficits
(Bates et al., 2003) and a majority of functional imaging
studies targeting phonologic processing in perception
have identified regions in the posterior half of the STS
(Hickok and Poeppel, 2007). Other studies, however,
have reported anterior STS activation in perceptual
speech tasks (Mazoyer et al., 1993; Scott et al., 2000;
Narain et al., 2003; Spitsyna et al., 2006). These studies
typically involved sentence-level stimuli, raising the pos-
sibility that anterior STS regions may be responding to
some other aspect of the stimulus, such as its syntactic
or prosodic organization (Friederici et al., 2000;
Humphries et al., 2001, 2005, 2006; Vandenberghe
et al., 2002). Recent electrophysiologic work supports
the hypothesis that the left anterior temporal lobe
(ATL) is critical to elementary structure building
(Bemis and Pykkkanen, 2011) in line with the view that
intelligibility tasks tap into additional operations beyond
speech recognition. It will, in any case, be important in
future work to understand the role of various portions
of the STS in auditory speech perception and language
processing.

**Lexical-semantic access**

During auditory comprehension, the goal of speech pro-
cessing is to use phonologic information to access words
and conceptual-semantic representations that are critical
to comprehension. The dual-stream model holds that
conceptual-semantic representations are widely distrib-
uted throughout the cortex. However, a more focal sys-
tem serves as a computational interface that maps
between phonologic-level representations of words or
morphologic roots and distributed conceptual represent-
ations (Hickok and Poeppel, 2000, 2004, 2007; Lau
et al., 2008). This interface is not the site for storage of
conceptual information. Instead, it is hypothesized to
store information regarding the relation (or corre-
spondences) between phonologic information on the
one hand and conceptual information on the other.

Most authors agree that the temporal lobes play a
critical role in this process, but there is disagreement
regarding the role of anterior versus posterior regions.
The evidence for both of these viewpoints is briefly
presented below.

Damage to posterior temporal-lobe regions, particu-
larly along the middle temporal gyrus, has long been
associated with auditory comprehension deficits
(Damasio, 1991; Dronkers et al., 2000; Bates et al.,
2003), an effect confirmed in a large-scale study involv-
ing IOI patients (Bates et al., 2003). We infer that these
deficits are primarily postphonemic in nature, as phone-
monic deficits following unilateral lesions to this area are
mild (Hickok and Poeppel, 2004). Data from direct cor-
tical stimulation studies corroborate the involvement of
the middle temporal gyrus in auditory comprehension,
but also indicate the involvement of a much broader
network involving most of the superior temporal lobe
(including anterior portions) and the inferior frontal
lobe (Miglioretti and Boatman, 2003). Functional imag-
ing studies have also implicated posterior middle tempo-
ral regions in lexical-semantic processing (Binder et al.,
1997; Rissman et al., 2003; Rodd et al., 2005). These find-
ings do not preclude the involvement of more anterior
regions in lexical-semantic access, but they do make a
strong case for significant involvement of posterior
regions. Electrophysiologic studies have successfully
used paradigms building on the N400 response to
study lexical-semantic processing. This response is very
sensitive to a range of variables known to implicate
lexical-level properties. A review of that literature
(including source localization studies of the N400) also
suggests that the posterior middle temporal gyrus plays
a key role, although embedded in a network of anterior
temporal, parietal, and inferior frontal regions (Lau
et al., 2008).

ATL regions have been implicated both in lexical-
semantic and sentence-level processing (syntactic and/or
semantic integration processes). Patients with semantic
dementia, who have been used to argue for a lexical-
semantic function (Scott et al., 2000; Spitsyna et al.,
2006), have atrophy involving the ATL bilaterally, along
with deficits on lexical tasks, such as naming, semantic
association, and single-word comprehension (Gorno-
Tempini et al., 2004). However, these deficits are not
specific to the mapping between phonologic and concep-
tual representations and indeed appear to involve more
general semantic integration (Patterson et al., 2007). Fur-
ther, given that atrophy in semantic dementia involves
a number of regions in addition to the lateral ATL, includ-
ing bilateral inferior and medial temporal lobe, bilateral
caudate nucleus, and right posterior thalamus, among
others (Gorno-Tempini et al., 2004), linking the deficits
specifically to the ATL is difficult.
Higher-level syntactic and compositional semantic processing might involve the ATL. Functional imaging studies have found portions of the ATL to be more active while subjects listen to or read sentences rather than unstructured lists of words or sounds (Mazoyer et al., 1993; Friederici et al., 2000; Humphries et al., 2001, 2005; Vandenberghe et al., 2002). This structured-versus-unstructured effect is independent of the semantic content of the stimuli, although semantic manipulations can modulate the ATL response somewhat (Vandenberghe et al., 2002). Recent electrophysiologic data (e.g. Brennan and Pylkkanen, 2012; Bemis and Pylkkanen, 2013) also implicate the left ATL in elementary structure building. Damage to the ATL has also been linked to deficits in comprehending complex syntactic structures (Dronkers et al., 2004). However, data from semantic dementia are contradictory, as these patients are reported to have good sentence-level comprehension (Gorno-Tempini et al., 2004).

In summary, there is strong evidence that lexical-semantic access from auditory input involves the posterior lateral temporal lobe. In terms of syntactic and compositional semantic operations, neuroimaging evidence is converging on the ATL as an important component of the computational network (Vandenberghe et al., 2002; Humphries et al., 2005, 2006); however, the neuropsychologic evidence remains equivocal.

**Dorsal stream: mapping from sound to action**

The earliest proposals regarding the dorsal auditory stream argued that this system was involved in spatial hearing, a “where” function (Rauschecker, 1998), similar to the dorsal “where” stream proposal in the cortical visual system (Ungerleider and Mishkin, 1982). More recently, there has been some convergence on the idea that the dorsal stream supports auditory-motor integration (Hickok and Poeppel, 2000, 2004, 2007; Wise et al., 2001; Scott and Wise, 2004; Rauschecker and Scott, 2009; Rauschecker, 2011). Specifically, the idea is that the auditory dorsal stream supports an interface between auditory and motor representations of speech, a proposal similar to the claim that the dorsal visual stream has a sensory-motor integration function (Milner and Goodale, 1995; Andersen, 1997).

**The need for auditory-motor integration**

The idea of auditory-motor interaction in speech is not new. Wernicke’s classic model of the neural circuitry of language incorporated a direct link between sensory and motor representations of words and argued explicitly that sensory systems participated in speech production (Wernicke, 1874/1969). More recently, research on motor control has revealed why this sensory-motor link is critical. Motor acts aim to hit sensory targets. In the visual-manual domain, we identify the location and shape of a cup visually (the sensory target) and generate a motor command that allows us to move our limb toward that location and shape the hand to match the shape of the object. In the speech domain, the targets are not external objects but internal representations of the sound pattern (phonologic form) of a word. We know that the targets are auditory in nature because manipulating a speaker’s auditory feedback during speech production results in compensatory changes in motor speech acts (Houde and Jordan, 1998; Larson et al., 2001; Purcell and Munhall, 2006). For example, if a subject is asked to produce one vowel and the feedback that she hears is manipulated so that it sounds like another vowel, the subject will change the vocal tract configuration so that the feedback sounds like the original vowel. In other words, talkers will readily modify their motor articulations to hit an auditory target, indicating that the goal of speech production is not a particular motor configuration but rather a speech sound (Guenther et al., 1998). The role of auditory input is nowhere more apparent than in development, where the child must use acoustic information in the linguistic environment to shape vocal tract movements that must reproduce those sounds.

A great deal of progress has been made in mapping the neural organization of sensorimotor integration for speech. Early functional imaging studies identified an auditory-related area in the left planum temporale region as involved in speech production (Hickok et al., 2000; Wise et al., 2001). Subsequent studies showed that this left-dominant region, dubbed Spt for its location in the Sylvian fissure at the parietal–temporal boundary (Fig. 8.3A) (Hickok et al., 2003), exhibited a number of properties characteristic of sensorimotor integration areas such as those found in macaque parietal cortex (Andersen, 1997; Colby and Goldberg, 1999). Most fundamentally, Spt exhibits sensorimotor response properties, activating both during the passive perception of speech and during covert (subvocal) speech articulation (Buchsbaum et al., 2001, 2005; Hickok et al., 2003), and further that different subregional patterns of activity are apparent during the sensory and motor phases of the task (Hickok et al., 2009), likely reflecting the activation of different neuronal subpopulations (Dahl et al., 2009), some sensory- and others motor-weighted. Figure 8.3B–D shows examples of the sensory-motor response properties of Spt and the patchy organization of this region for sensory- versus motor-weighted voxels (Fig. 8.3C, inset).

Spt is not speech-specific; its sensorimotor responses are equally robust when the sensory stimulus consists of
tonal melodies and (covert) humming is the motor task (see the two curves in Fig. 8.3B) (Hickok et al., 2003). Activity in Spt is highly correlated with activity in the pars opercularis (Buchsbaum et al., 2001, 2005), which is the posterior sector of Broca’s region. White-matter tracts identified via diffusion tensor imaging suggest that Spt and the pars opercularis are densely connected anatomically (for review, see Friederici, 2009; Rogalsky and Hickok, 2011). Finally, consistent with some sensorimotor integration areas in the monkey parietal lobe (Andersen, 1997; Colby and Goldberg, 1999), Spt appears to be motor-effector-selective, responding more robustly when the motor task involves the vocal tract than the manual effectors (Fig. 8.2D) (Pa and Hickok, 2008). More broadly, Spt is situated in the middle of a network of auditory (STS) and motor (pars opercularis, premotor cortex) regions (Buchsbaum et al., 2001, 2005; Hickok et al., 2003), perfectly positioned both functionally and anatomically to support sensorimotor integration for speech and related vocal tract functions.
Lesion evidence is consistent with the functional imaging data implicating Spt as part of a sensorimotor integration circuit. Damage to auditory-related regions in the left hemisphere often results in speech production deficits (H. Damasio, 1991; A. R. Damasio, 1992), demonstrating that sensory systems participate in motor speech. More specifically, damage to the left temporal–parietal junction is associated with conduction aphasia, a syndrome that is characterized by good comprehension, but frequent phonemic errors in speech production (Damasio and Damasio, 1980; Goodglass, 1992; Baldo et al., 2008), and the lesion distribution overlaps with the location of functional area Spt (Fig. 8.4) (Buchsbaum et al., 2011). Conduction aphasia has classically been considered to be a disconnection syndrome involving damage to the arcuate fasciculus. However, there is now good evidence that this syndrome results from cortical dysfunction (Anderson et al., 1999; Hickok et al., 2000). The production deficit is load-sensitive: errors are more likely on longer, lower-frequency words, and verbatim repetition of strings of speech with little semantic constraint (Goodglass, 1992, 1993). In the context of the above discussion, the effects of such lesions can be understood as an interruption of the system that serves at the interface between auditory target and the motor speech actions that can achieve them (Hickok and Poeppel, 2000, 2004, 2007).

Recent theoretic work has clarified the computational details underlying auditory-motor integration in the dorsal stream. Drawing on advances in understanding motor control generally, speech researchers have emphasized the role of internal forward models in speech motor control (Golfinopoulos et al., 2010; Hickok et al., 2011; Houde and Nagarajan, 2011). The basic idea is that the nervous system makes forward predictions about the future state of the motor articulators and the sensory consequences of the predicted actions to control action. The predictions are assumed to be generated by an internal model that receives copies of motor commands and integrates them with information about the current state of the system and past experience (learning) of the relation between particular motor commands and their sensory consequences. This internal model affords a mechanism for detecting and correcting motor errors, i.e., motor actions that fail to hit their sensory targets.

Several models have been proposed with similar basic assumptions, but slightly different architectures (Guenther et al., 1998; Golfinopoulos et al., 2010; Hickok et al., 2011; Houde and Nagarajan, 2011). One such model is shown in Figure 8.5 (Hickok et al., 2011). Input to the system comes from a lexical-conceptual network as assumed by psycholinguistic models of speech production (Dell et al., 1997; Levelt et al., 1999). In between the input/output system is a phonologic system that is split into two components, corresponding to sensory input and motor output subsystems and mediated by a sensorimotor translation system, which corresponds to area Spt (Buchsbaum et al., 2001; Hickok et al., 2003, 2009). Parallel inputs to sensory and motor systems are needed to explain neuropsychologic observations (Jacquemot et al., 2007), such as conduction aphasia, as we will see below. Inputs to the auditory-phonologic network define the auditory targets of speech acts. As a motor speech unit (ensemble) begins to be activated, its predicted auditory consequences can be checked against the auditory target. If they match, then that unit will continue to be activated, resulting in an articulation that will hit the target. If there is a mismatch, then a correction signal can be generated to activate the correct motor unit.

This model provides a natural explanation of conduction aphasia. A lesion to Spt would disrupt the ability to generate forward predictions in auditory cortex and

---

**Fig. 8.4.** Relation between lesions associated with conduction aphasia and the cortical auditory-motor network. A comparison of conduction aphasia, an auditory-motor task (listening to and then repeating back speech) in functional magnetic resonance imaging (fMRI), and their overlap. The uninflated surface in the left panel shows the regional distribution lesion overlap in patients with conduction aphasia (maximum is 12/14 or 85% overlap). The middle panel shows the auditory-motor network in the fMRI analysis. The right panel shows the area of maximal overlap between the lesion and fMRI surfaces (lesion >85% overlap and significant fMRI activity). (Modified from Buchsbaum et al., 2011.)
Fig. 8.5. An integrated state feedback control (SFC) model of speech production. (A) Speech models derived from the feedback control, psycholinguistic, and neurolinguistic literatures are integrated into one framework, presented here. The architecture is fundamentally that of an SFC system with a controller, or set of controllers (Haruno et al., 2001), localized to primary motor cortex, which generates motor commands to the vocal tract and sends a corollary discharge to an internal model, which makes forward predictions about both the dynamic state of the vocal tract and about the sensory consequences of those states. Deviations between predicted auditory states and the intended targets or actual sensory feedback generate an error signal that is used to correct and update the internal model of the vocal tract. The internal model of the vocal tract is instantiated as a “motor phonologic system,” which corresponds to the neurolinguistically elucidated phonologic output lexicon, and is localized to premotor cortex. Auditory targets and forward predictions of sensory consequences are encoded in the same network, namely the “auditory phonologic system,” which corresponds to the neurolinguistically elucidated phonologic input lexicon, and is localized to the superior temporal gyrus/superior temporal sulcus. Motor and auditory phonologic systems are linked via an auditory-motor translation system, system, thus leaving patients capable of detecting errors in their own speech, a characteristic of conduction aphasia. Once an error is detected however, the correction signal will not be accurately translated to the internal model of the vocal tract due to disruption of Spt. The ability to detect but not accurately correct speech errors should result in repeated unsuccessful self-correction attempts, again a characteristic of conduction aphasia.

CLINICAL CORRELATES OF THE DUAL-STREAM MODEL

The dual-stream model, like the classic Wernicke–Lichtheim model, provides an account of the major clinical aphasia syndromes (Hickok and Poeppel, 2004). Within the dual-stream model, Broca’s aphasia and conduction aphasia are considered to be dorsal stream-related syndromes, while Wernicke’s aphasia, word deafness, and transcortical sensory aphasia are considered ventral-stream syndromes. We have already noted that conduction aphasia can be conceptualized as a disruption of auditory-motor integration resulting from damage to area Spt. Broca’s aphasia can be viewed as a disruption to representations that code for speech-related actions at multiple levels, from coding low-level phonetic features, to sequences of syllables, to sequences of words in structured sentences. Although Broca’s area and Broca’s aphasia are widely considered to be associated with deficits in receptive syntactic processing (Caramazza and Zurif, 1976; Grodzinsky, 2000), this issue is now being seriously questioned and remains debatable (Rogalsky and Hickok, 2011).

Word deafness is the “lowest-level” ventral-stream syndrome, according to the dual-stream model, affecting the processing of phonemic information during speech recognition. This differs from classic interpretations of word deafness as a disconnection syndrome (Geschwind, 1965). Due to the key role that auditory systems play in speech production, as discussed above, we should expect that disruption to auditory speech systems, as in word deafness, will impact production as well. Although the canonic description of word deafness
is a syndrome in which speech production is preserved, the majority of case descriptions that provide information on the speech output of word-deaf patients report the presence of paraphasic errors (Buchman et al., 1986).

Wernicke’s aphasia is explained in terms of damage to multiple ventral-stream processing levels in the dual-stream model. Given the rather extensive posterior lesions that are typically required to yield a chronic Wernicke’s aphasia (Dronkers and Baldo, 2009), it is likely that this syndrome results from damage to auditory-motor area Spt, left-hemisphere auditory areas, and posterior middle temporal lexical-semantic interface systems. Such damage can explain the symptom complex: relatively good phonologic-level speech recognition (due to the bilateral organization, as described above), poor comprehension at the higher semantic level (due to damage to lexical-semantic interface systems), fluent speech (due to preserved motor-speech systems), poor repetition (due to disruption of auditory-motor interface network), and paraphasic errors (due to disruption of auditory-motor interface network).

Transcortical sensory aphasia, which is similar to Wernicke’s aphasia but with preserved repetition, is conceptualized as a functionally more focal deficit involving the lexical-semantic interface network but sparing the auditory-motor network. Damage to the lexical-semantic interface explains the poor comprehension, while sparing of the auditory-motor interface explains the preserved repetition.

**SEX DIFFERENCES IN LANGUAGE ORGANIZATION**

Substantial evidence exists for sexual dimorphism in the brain (Cahill, 2006), which raises the question of whether there are sex differences in organization within the dorsal and/or ventral speech streams. This issue has not been thoroughly investigated, in part because existing evidence for sex differences in language-related brain function has not yielded consistent results (Wallentin, 2009). More work is needed to address this question.

**SUMMARY**

Dual-stream models of cortical organization have proven useful in understanding both language and visual-related systems and indeed have been a recurrent theme in neural models stretching back more than a century (Wernicke, 1874/1977). Thus, the general concept underlying the model – that the brain must interface sensory information with two different systems, conceptual and motor – is not only intuitively appealing but has a proven track record across domains. In the language domain, the dual-stream model provides an explanation of classic language disorders (Hickok and Poeppel, 2004; Hickok et al., 2011) and provides a framework for integrating and unifying research across psycholinguistic, neurolinguistic, and neurophysiologic traditions. Recent work has shown that still further integration with motor control models is possible (Hickok et al., 2011). All of this suggests that the dual-stream framework is on the right track as a model of language organization and provides a rich context for guiding future research.
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