Temporal coding in the auditory cortex
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OVERVIEW

Of all the signals the human auditory system has to process, the one with the most compelling relevance to the listener is arguably speech. Speech perception is learned and executed with automaticity and great ease, even by very young children, but is handled surprisingly poorly by even the most sophisticated automatic devices. Parsing and decoding speech can hence be considered one of the main challenges of the auditory system. This chapter focuses on how the human auditory cortex uses the temporal structure of the acoustic signal to extract phonemes and syllables, the two major types of events that need to be identified in connected speech.

Speech is a complex “multiplexed” acoustic signal exhibiting a quasiperiodic behavior at several timescales. The neural signals recorded from the auditory cortex using electroencephalography (EEG) or magnetoencephalography (MEG) also show a quasiperiodic structure, whether in response to speech or not. In this chapter we review recent neurophysiologic models of speech perception, grounded on the assumption that the quasiperiodic structure of collective neural activity in auditory cortex represents the ideal mechanical infrastructure to solve the speech demultiplexing problem, i.e., the fractioning of speech into linguistic constituents of variable size. The theoretic models presented here remain largely hypothetic. That being said, we believe that they constitute exciting new hypotheses, and should lead to new research questions and incremental progress on this foundational question about human perception.

The chapter proceeds as follows. First, some of the essential features of natural and speech auditory stimuli are outlined. Next, the properties of auditory cortex that reflect its sensitivity to these features are reviewed, and finally current ideas about the neurophysiologic mechanisms underpinning the processing of connected speech are discussed.

Timescales in auditory perception

Sounds are audible over a broad frequency range between 20 and 20 000 Hz. They enter the outer ear and travel through the middle ear to the inner ear, where they provoke the basilar membrane to vibrate at a specific location, depending on the sound frequency. Low and high frequencies induce vibrations of the apex and base of the basilar membrane, respectively. The deformation of the membrane upon acoustic stimulation provokes the deflection of inner hair cell ciliae, and the emission of a neural signal to cochlear neurons, subsequently transmitted to neurons of the cochlear nucleus in the brainstem. Each cochlear neuron is sensitive to a specific range of acoustic frequencies between 20 Hz and 20 kHz. Owing to their regular position along the basilar membrane, the cochlear neurons ensure the place coding of acoustic frequencies, also called “tonotopy,” which is preserved up to the cortex (Moerel et al., 2013; Saenz and Langers, 2014).

Acoustic fluctuations below 20 Hz are not audible. They do not elicit place-specific response in the cochlea. Low frequencies <300 Hz are present in complex sounds as temporal fluctuations of audible frequencies, and are encoded through the discharge rate of cochlear neurons (Zeng, 2002). There is hence a range of frequencies from 20 to 300 Hz that are both place- and rate-coded at the auditory periphery. Temporal modulation of sounds in these frequencies typically elicits a sensation of pitch. Figure 5.1A and B summarizes the correspondence between categories of perceptual attributes and the sound modulation frequency (see also Nourski and Brugge, 2011 for a review). When sounds are modulated at very slow
Speech sounds are complex acoustic signals that involve only the lower part of audible frequencies (20–8000 Hz). They are “complex” in the sense that both their frequency distribution and their magnitude vary strongly and quickly over time. In natural speech, amplitude modulations (AMs) at slow (<20 Hz) and fast (>100 Hz) timescales are coupled (Fig. 5.2) and slower temporal fluctuations modulate the amplitude of spectral fluctuations. Current views suggest that slow modulations (<5 Hz) signal word and syllable boundaries (Hyafil et al., 2012), which are hence perceived as a sequence of distinct events, whereas phonemes (speech sounds) are signaled by fast spectrotemporal modulations (<30 Hz). They can be perceived as distinct events only when being discriminated from each other. Faster modulations, such as those imposed by the glottal pulse (100–300 Hz), indicate the voice pitch (Fig. 5.1 C).

The temporal structure of speech sounds

Figure 5.2 illustrates two useful ways to visualize speech signals: as a waveform (A) and as a spectrogram (B). The waveform represents energy variation over time—the input that the ear actually receives. The outlined “envelope” (thick line) reflects that there is a temporal regularity in the signal at relatively low modulation frequencies. These modulations of signal energy (in reality, spread out across the “cochlear” filterbank) are below 20 Hz and peak roughly at a rate of 4–6 Hz (Steeneken and Houtgast, 1980; Elliott and Theunissen, 2009). From the perspective of what auditory cortex receives as input, namely the modulations at the output of each frequency

---

**Fig. 5.1.** (A) Scale of perceived temporal modulation. (B) Relevant psychophysical parameters (perceptual changes) of the spectrogram reflect the temporal constraints that superimpose on the structure of linguistic signals. (C) Temporal structure of linguistic features. (D) The length of linguistic features remarkably matches the frequency of oscillations that are observed at rest in the brain. Note that the frequency ranges at which auditory percepts switch from discrete (flutter) to continuous (pitch) roughly match the upper limit at which gamma rhythms can be entrained by the stimulus (≈200 Hz). (Modified from Joris et al., 2004, with permission from the American Physiological Society, and from Nourski and Brugge, 2011).

**Fig. 5.2.** (A) Waveform and (B) spectrogram of the same sentence uttered by a male speaker. Some of the key acoustic cues in speech comprehension are highlighted in black. (From Giraud and Poeppel, 2012b, with permission from Springer Science and Business Media.)
channel of the cochlear filterbank, these energy fluctuations can be characterized by the modulation spectrum (Kingsbury et al., 1998; Kanedera et al., 1999). At the shortest timescale (below 1 ms or equivalently above 1 kHz), the very fast temporal fluctuations are transformed into a spectral representation at the cochlea and the neural processing of these features is generally known as spectral processing. At an intermediate timescale (~70 Hz – 1 kHz), the temporal fluctuations are usually referred to as the temporal fine structure. The temporal fine structure is critical to the perception of pitch and interaural time differences that are important cues for sound source localization (Plack et al., 2005; Grothe et al., 2010). Temporal fluctuations on an even longer timescale (~1–10 Hz) are heard as a sequence of discrete events. Acoustic events occurring on this timescale include syllables and words in speech and notes and beats in music. Of course, there are no clear boundaries between these timescales; they are divided here based on human auditory perception.

The second analytic representation, the spectrogram, decomposes the acoustic signal in frequency, time, and amplitude domains (Fig. 5.2B). Although the human auditory system captures frequency information between 20 Hz and 20 kHz (as in Fig. 5.2), most of the information that is extracted for effective recognition lies below 8 kHz. It is worth remembering that speech transmitted over telephone landlines contains an even narrower bandwidth (200–3600 Hz) and is comfortably understood by normal listeners.

A number of critical acoustic features can be identified in the speech spectrogram. The faintly visible vertical stripes represent the glottal pulse, which reflects the speaker’s fundamental frequency, F0. This can range from approximately 100 Hz (male adult) to 300 Hz (child; Fig. 5.1D). The horizontal bands of energy show where in the frequency space a particular speech sound is carried. The spectral structure thus reflects the articulator configuration. These bands of energy include the formants (F1, F2, etc.), definitional of vowel identity; high-frequency bursts associated, for example, with fricative in certain consonants (e.g., /s/, /f/); and formant transitions that signal the change from a consonant to a vowel or vice versa.

Notwithstanding the perceptual importance of the spectral fine structure, there is a big caveat: speech can be understood, in the sense of being intelligible in psychophysical experiments, when the spectral structure is replaced by noise and only the envelope is preserved. For speech to remain intelligible, this manipulation should be done in separate bands across the spectrum. With training, it is still possible to grasp the speech content when the speech envelope, that is, temporal modulations of speech at relatively slow rates, is applied to only four separate frequency bands (e.g., Shannon et al., 1995). Such speech signals, containing only envelope but no fine structure information, are called vocoded speech (Faulkner et al., 2000). Compelling demonstrations, exemplified by this type of signal decomposition, illustrate that the speech signal can undergo radical alterations and distortions and yet remain intelligible (Shannon et al., 1995; Smith et al., 2002). Such findings have led to the idea that the temporal envelope is sufficient to yield speech comprehension (Rosen, 1992; Drullman et al., 1994a, b; Shannon et al., 1995; Giraud et al., 2004; Scott et al., 2006; Loebach and Wicksberg, 2008; Souza and Rosen, 2009). When using stimuli in which the fine structure is compromised or not available at all, envelope modulations below 16 Hz appear to suffice for adequate intelligibility. The remarkable comprehension level reached by most patients with cochlear implants, in whom about 15–20 electrodes replace 3000 hair cells, remains the best empiric demonstration that the spectral content of speech can be degraded with tolerable alteration of speech perception (Roberts et al., 2011).

A related demonstration showing the resilience of speech comprehension in the face of radical signal impoverishment is provided by sine-wave speech (Remez et al., 1981). In these stimuli both envelope and spectral content are degraded but enough information is preserved to permit intelligibility. Typically, sine-wave speech preserves the modulations of the three first formants, which are replaced by sine-waves centered on F0, F1, and F2. In sum, dramatically impoverished stimuli remain intelligible insofar as enough information in the spectrum is available to convey temporal modulations at appropriate rates.

Based on this brief and selective summary, two concepts merit emphasis: first, the extended speech signal contains critical information that is modulated at rates below 20 Hz, with the modulation peaking around 5 Hz (Edwards and Chang, 2013). This low-frequency information correlates closely with the syllabic structure of connected speech (Hyafil et al., 2012). Second, the speech signal contains critical information at modulation rates higher than, say, 50 Hz. This rapidly changing information is associated with fine spectral changes that carry information about the speaker’s gender or identity and other relevant speech attributes (Elliott and Theunissen, 2009). Thus, there exist two surprisingly different timescales concurrently at play in the speech signal. This important issue is taken up in the text that follows. In this chapter, we discuss the timescales longer than 5 ms (<200 Hz) with a focus on the timescale between 100 ms and 1 second (1–10 Hz). Temporal features that contribute to the spatial localization of sounds will not be discussed (see e.g. Grothe et al., 2010 for a review).
ENCODING OF SPECTROTEMPORAL FEATURES IN THE AUDITORY CORTEX

Sensitivity to temporal modulations in the primary auditory cortex

Speech temporal variations in signal frequency and magnitude are at the basis of articulated speech and require specific neural encoding and decoding properties. A critical property is the sensitivity of auditory neurons to temporal modulations. Auditory neurons in subcortical nuclei (cochlear nucleus, inferior colliculus, and medial geniculate nucleus of the thalamus) phase-lock very well with fast trains of stimuli presented at rates over 200 Hz (Fishman et al., 2000; Brugge et al., 2009; see also Joris et al., 2004 and Nourski and Brugge, 2011 for reviews on the topic). This property to adjust the response rate to the rate of acoustic modulations gradually diminishes along the auditory hierarchy (see Sharpee et al., 2011; for a review). In the primary auditory cortex, the firing rate of a large number of neurons is phase-locked to slow temporal modulations below 30 Hz (Liang et al., 2002; Malone et al., 2010; Yin et al., 2011). Progressive slowing of phase-locking properties across the auditory hierarchy has been observed across species, e.g., monkeys, cats, and ferrets, for both anesthetized and awake animals. The degree of neural phase locking to temporal AM is often characterized as a function of the modulation rate, using temporal modulation transfer functions.

In the auditory cortex, the encoding of temporal features is implemented using at least two complementary strategies. Some neurons are sensitive to slow modulation rates, and the degree of phase locking decreases with increasing rates. Other neurons are tuned to a preferred modulation rate and the degree of phase locking decreases when the modulation rate deviates from the preferred one. Some neurons even show multiple preferred modulation rates (Malone et al., 2010; Yin et al., 2011). Single-unit recordings from the primary auditory cortex of awake marmoset suggest that AM is encoded by different neural codes and/or different neurons (Wang, 2007; Wang et al., 2008). One population of neurons, called the synchronized population, encodes AM by spikes phase-locked to the stimulus envelope. A second neural population, called the non-synchronized population, encodes AM by the mean firing rate rather than the timing of spikes. The two neural populations in general do not spatially overlap. While the synchronized population encodes slow temporal modulations (mostly below 50 Hz), the non-synchronized population encodes faster temporal modulations (mostly above 50 Hz). Studies in awake macaque monkey, however, suggested that neurons might actually encode both slow temporal modulations by phase-locked activity and fast temporal modulations by the firing rate of non-phase-locked activity (Malone et al., 2010). In other words, the same neuron might encode slow and fast modulations, suggesting that primary auditory cortex neurons may carry multiplexed temporal and rate codes.

Although single auditory cortical neurons generally cannot phase lock to temporal modulations above 100 Hz (Wang, 2007), larger-scale recordings such as local field potentials and human MEG/EEG show phase locking to the stimulus modulations beyond 100 Hz. This suggests that macro-scale measurements that spatially integrate neuronal responses at the population level reflect the ability of auditory cortical regions to maintain a – spatially distributed – representation of higher temporal frequencies. In humans, intracranial recordings from the core auditory cortex and the lateral surface of posterolateral superior temporal gyrus show that phase-locked neural activity is most prominent below 50 Hz but remains measurable up to ~200 Hz (Brugge et al., 2009). Similarly, the human MEG response also shows phase locking up to 100 Hz (Lehongre et al., 2011; Miyazaki et al., 2013). That neural oscillations phase lock to exogenous entrainment up to this frequency possibly determines the transition between discrete and continuous auditory percepts (Fig. 5.1B).

Sensitivity to spectrotemporal modulations

Speech signals are characterized by modulations in both spectral and temporal domains (frequency modulations (FM) and AM). Two separate possible codes to represent complex stimuli such as speech have been implicated in the preceding text, a place code for FMs and a temporal code for AMs. Whether the encoding of frequency and AMs is implemented by a single or by distinct mechanisms is a long-lasting question, whether at the periphery or at the cortical level. The idea of a single code for spectrotemporal modulations is supported by the presence of neurons that respond to FMs but not AMs (Gaese and Ostwald, 1995) and by complex responses to spectrotemporal modulations (Pienkowski and Eggermont, 2009; Schonwiesner and Zatorre, 2009). Luo et al. (2006, 2007) and Ding and Simon (2009) tested, based on MEG recordings in human listeners, whether FM and AM used the same coding principles (Fig. 5.3). The authors argue that if coding equivalence (or similarity) is the case, cortical responses as assessed by MEG should be the same when the carrier of slow AM is rapidly frequency-modulated, or when a slowly changing carrier sound is amplitude-modulated at fast rate (AM–FM comodulation experiments). Yet, they observed that only the phase of fast AM auditory responses (auditory steady-state responses at 40 Hz) is modulated by slow FM, while both the phase and the amplitude of fast...
FM auditory responses (auditory steady-state responses at 40 Hz) are modulated by slow AM. That AM and FM interact non-linearly is beyond doubt. However, the mere fact that the spectral place coding, present in several auditory territories, plays a more important role in FM processing than in AM processing could account for the asymmetry in the results (Barton et al., 2012). Whereas FM, by hypothesis, is encoded by a combination of place and temporal coding, AM is mostly encoded by temporal coding. As a consequence, critical features of speech signals may plausibly be encoded based on processing units that have a tonotopic axis and incorporate distinct thresholds for temporal stimulus modulations.

The asymmetric response pattern to fast and slow AM/FM might also depend on coding differences for fast and slow modulations. Whereas very slow FMs are perceived as pitch variations, fast modulations are perceived as varying loudness. On the other hand, slow-amplitude modulations are perceived as variations of loudness, whereas fast modulations are perceived as roughness, or flutter, or pitch (Fig. 5.1). These sharp perceptual transitions could be underpinned by both the size and the place of the population recruited by each of these stimulus types. Whereas slow FM presumably allows for both a temporal and spatial segregation of cortical responses, entailing distinct percepts varying in pitch, fast FM presumably phase locks together the entire population stimulated by the varying carrier. In a similar way, fast AM is possibly no longer perceived as variations of loudness when the ability of neurons to phase lock is overridden (beyond 40 Hz). Flutter (and then pitch sensations) for AM higher than 40 Hz superimposed on the primary spectral content of the modulated sound might reflect the additional excitation of (pitch) neurons with very low characteristic frequency. The spectral place code, the transition from phase locking to rate coding for higher stimulus rates, and ensemble neuronal behavior, that is, the size of the population targeted by a stimulus, provides enough representational complexity to account for non-linear neuronal responses to spectrotemporal acoustic modulations without invoking a specific AM/FM code.

**CORTICAL PROCESSING OF CONTINUOUS SOUND STREAMS**

**The discretization problem**

Most of the aforementioned experimental settings involved artificial sinusoidally modulated stimuli. Yet, natural sounds, speech in particular, present temporal modulations that are not strictly periodic. On the other
hand, experimental research on speech has focused on the processing of individually presented speech sounds, such as vowels, syllables, or single words. The related findings underpin most current models of speech perception. However, in natural connected speech, speech information is embedded in a continuous acoustic flow, and sentences are not “pre-segmented” in perceptual units of analysis. Recent work on sentence-level stimuli (i.e., materials with a duration exceeding 1–2 seconds), using experimental tasks as intelligibility, demonstrate the fundamental importance of long-term temporal parameters of the acoustic signal. Online segmentation remains a major challenge to contemporary models of speech perception as well as automatic speech recognition.

Interestingly, a large body of psychophysical work studied speech perception and intelligibility using phrasal or sentential stimuli (see, e.g., Miller, 1951 for a summary of many experiments and Allen, 2005 for a review of the influential work of Fletcher and others). Fascinating findings emerged from that work, emphasizing the role of signal-to-noise ratio in speech comprehension, but perhaps the most interesting feature is that connected speech has principled and useful temporal properties that may play a key role in the problem of speech parsing and decoding. Natural speech usually comes to the listener as a continuous stream and needs to be analyzed online and decoded by mechanisms that are unlikely to be continuous (Giraud and Poeppel, 2012a). The parsing mechanism corresponds to the discretization of the continuous input signal into subsegments of speech information that are read out, to a certain extent, independently from each other. The notion that perception is discrete has been extensively discussed and generalized in numerous sensory modalities and contexts (Pöppel, 1988; VanRullen and Koch, 2003; VanRullen et al., 2014). Here we discuss the hypothesis that neural oscillations constitute a possible mechanism for discretizing temporally complex sounds such as speech (Giraud and Poeppel, 2012a).

**Analysis at multiple timescales**

Speech is a multiplexed signal, that is, it interlinks several levels of complexity, and organizational principles and perceptual units of analysis exist at distinct timescales. Using data from linguistics, psychophysics, and physiology, Poeppel and colleagues proposed that speech is analyzed in parallel at multiple timescales (Poeppel, 2001, 2003; Boemio et al., 2005; Poeppel et al., 2008). The central idea is that both local-to-global and global-to-local types of analyses are carried out concurrently (multitime resolution processing). This assumption adds to the notion of reverse hierarchy (Hochstein and Ahissar, 2002; Nahum et al., 2008) and other hierarchic models in perception, which propose that the hierarchic complexification of sensory information (e.g., the temporal hierarchy) maps on to the anatomofunctional hierarchy of the brain (Giraud et al., 2000; Kiebel et al., 2008). The motivations for extending such a hypothesis are twofold. First, a single, short temporal window that forms the basis for hierarchic processing, that is, increasingly larger temporal analysis units as one ascends the processing system, fails to account for the spectral and temporal sensitivity of the speech-processing system and is hard to reconcile with behavioral performance. Second, the computational strategy of analyzing information on multiple scales is widely used in engineering and biologic systems, and the neuronal infrastructure exists to support multiscale computation (Canolty and Knight, 2010). According to the view summarized here, speech is chunked into segments of roughly featural or phonemic length, and then integrated into larger units, as segments, diphones, syllables, words. In parallel, there is a fast global analysis that yields coarse inferences about speech (akin to Stevens’ “landmarks” hypothesis: Stevens, 2002), and that subsequently refines segmental analysis. Here, we propose that segmental and suprasegmental analyses could be carried out concurrently and “packaged” for parsing and decoding by neuronal oscillations at different rates.

The notion that speech analysis occurs in parallel at multiple timescales justifies moving away from strictly hierarchic models of speech perception (e.g., Giraud and Price, 2001). Accordingly, the simultaneous extraction of different acoustic cues permits simultaneous high-order processing of different information from a unique input signal. That speech should be analyzed in parallel at different timescales derives, among other reasons, from the observation that articulatory–phonetic phenomena occur at different timescales.

It was noted previously (Fig. 5.2) that the speech signal contains events of different durations: short energy bursts and formant transitions occur within a 20–80-ms timescale, whereas syllabic information occurs over 150–300 ms. The processing of both types of events could be accounted for either by a hierarchic model in which smaller acoustic units (segments) are concatenated into larger units (syllables) or by a parallel model in which both temporal units are extracted independently, and then combined. A certain degree of independence in the processing of long (slow modulation) and short (fast modulation) units is observed at the behavioral level. For instance, speech can be understood well when it is first segmented into units up to 60 ms and when these local units are temporally reversed (Saberi and Perrott, 1999; Greenberg and Arai, 2001). Because the correct extraction of short units is not a prerequisite
for comprehension, this rules out the notion that speech processing relies solely on hierarchic processing of short and then larger units. Overall, there appears to be a grouping of psychophysical phenomena such that some cluster at thresholds of approximately 50 ms and below and others cluster at approximately 200 ms and above (a similar clustering is observed for temporal properties in vision; Holcombe, 2009).

Importantly, non-speech signals are subject to similar thresholds. For example, 15–20 ms is the minimal stimulus duration required for correctly identifying upward versus downward FM sweeps (Luo et al., 2007). By comparison, 200 ms stimulus duration underlies loudness judgments. In sum, physiologic events at related scales form the basis for processing at that level. Therefore, the neuronal oscillatory machinery (together with motor constraints related to speech production; Morillon et al., 2010) presumably imposed strong temporal constraints that might have shaped the size of acoustic features selected to carry speech information. This is consistent with the notion that perception is discrete and that the exogenous recruitment of neuronal populations is followed by refractory periods that temporarily reduce the ability to optimally extract sensory information (Ghitza and Greenberg, 2009; Ghitza, 2011). According to this hypothesis, the temporally limited capacity of gamma oscillations to integrate information over time possibly imposes a lower limit to the phoneme length. This also suggests that oscillatory constraints in the delta-theta range possibly constrained the size of syllables to be roughly the size of a delta-theta cycle. Considering that the average length of phoneme and syllable is about 25–80 ms and 150–300 ms respectively (Figs. 5.1 and 5.2), the dual timescale segmentation requires two parallel sampling mechanisms, one at about 40 Hz (or, more broadly, in the low gamma range) and one at about 4 Hz (or in the theta range).

Neural oscillations as endogenous temporal constraints

Neural oscillations correspond to synchronous activity of neuronal assemblies that are both intrinsically coupled and coupled by a common input. It was proposed that these oscillations reflect modulations of neuronal excitability that temporally constrain the sampling of sensory information (Schroeder and Lakatos, 2009a). The intriguing correspondence between the size of certain speech temporal units and the frequency of oscillations in certain frequency bands (Fig. 5.1) has elicited the intuition that they might play a functional role in sensory sampling (see below). Oscillations are evidenced by means of a spectrottemporal analysis of electrophysiologic recordings (see Wang, 2010, for a review). The requirements for measuring oscillations and spiking activity are different. The presentation of an exogenous stimulus typically results in an increase of spiking activity in those brain areas that are functionally sensitive to such inputs. Neural oscillations, on the other hand, can be observed in local field potential recordings in the absence of any external stimulation. Exogenous stimulation however typically modulates oscillatory activity, resulting either in a reset of their phase and/or a change (increase or decrease) in the magnitude of these oscillations (Howard and Poeppel, 2012).

Cortical oscillations are proposed to shape spike-timing dynamics and to impose phases of high and low neuronal excitability (Britvina and Eggermont, 2007; Schroeder and Lakatos, 2009a, b; Panzeri et al., 2010). The assumption that it is oscillations that cause spiking to be temporally clustered derives from the observation that spiking tends to occur in specific phases (i.e., the trough) of oscillatory activity (Womelsdorf et al., 2007). It is also assumed that spiking and oscillations do not reflect the same aspect of information processing. Whereas spiking reflects axonal activity, oscillations are said to reflect mostly dendritic synaptic activity (Wang, 2010). While both measures are relevant to address how sensory information is encoded in the brain, we believe that the ability of neural oscillations to temporally organize spiking activity supports the functional relevance of neural oscillations to solve the discretization problem and to permit the integration of complex sensory signals across time.

Neuronal oscillations are ubiquitous in the brain, but they vary in strength and frequency depending on their location and the exact nature of their neuronal generators (Mantini et al., 2007; Hyafil et al., 2012). The notion that neural oscillations shape the way the brain processes sensory information is supported by a wealth of electrophysiologic findings in humans and animals. On the one hand, stimuli that occur in the ideal excitability phase of slow oscillations (<12 Hz) are processed faster and with a higher accuracy (Lakatos et al., 2008; Busch et al., 2009; Henry and Obleser, 2012; Ng et al., 2012; Wyart et al., 2012). On the other hand, gamma-band 40-Hz activity (low gamma band) can be observed at rest in both monkey (Fukushima et al., 2012) and human auditory cortex. In humans, it can be measured using EEG, MEG, and with a more precise localization with concurrent EEG and functional magnetic resonance imaging (Morillon et al., 2010) and intracranial electroencephalographic recordings (stereotactic EEG (SfEEG), Electrocorticography (EcoG)) in patients. Neural oscillations in this range are endogenous in the sense that one can observe a spontaneous spike clustering at approximately 40 Hz even in the absence of external stimulation. This gamma activity is thought to be generated by a...
“ping-pong” interaction between pyramidal cells and inhibitory interneurons (Borgers et al., 2005, 2008), or even just among interneurons that are located in superficial cortical layers (Tiesinga and Sejnowski, 2009). Exogenous inputs usually increase gamma-band activity in sensory areas, presumably clustering spiking activity that is propagated to higher hierarchical processing stages ( Arnal et al., 2011; Arnal and Giraud, 2012; Bastos et al., 2012). By analogy with the proposal of Elhilali et al. (2004) that slow responses gate faster ones, it is interesting to envisage this periodic modulation of spiking by oscillatory activity as an endogenous mechanism to optimize the extraction of relevant sensory input in time. Such integration could occur under the patterning of slower oscillations in the delta-theta range.

Alignment of neuronal excitability with speech timescales

Experimental exploration of how speech parsing and encoding is carried out by the brain is non-trivial. One approach has been to explore how neural responses can discriminate different sentences, assuming that the features of neural signals that are sensitive to such differences (e.g., frequency band, amplitude, phase) should reveal the features that are key to sentence decoding. Using this approach, it was shown that the phase of theta-band neural activity reliably discriminates different sentences ( Luo and Poeppel, 2007). Specifically, when one sentence is repeatedly presented to listeners, the phase of ongoing theta-band activity follows a consistent phase sequence. When different sentences are played, however, different phase sequences are observed. Since theta-band (4–8 Hz) falls around the mean syllabic rate of speech (~5 Hz), the phase of theta-band activity likely tracks syllabic-level features of speech ( Giraud and Poeppel, 2012a; Hyaﬁl et al., 2012; Edwards and Chang, 2013). These ﬁndings support the notion that the syllabic timescale has adapted to a pre-existing cortical preference for temporal information in this frequency range. At this point, however, it is not clear whether the phase locking between the speech input and neural oscillations is necessary for speech intelligibility. On the one hand, sentences played backward (and therefore unintelligible) can similarly be discriminated on the basis of their phase course, which tempers the interpretation that these oscillations play a causal role in speech perception ( Howard and Poeppel, 2011). On the other hand, two recent studies using distinct ways of acoustically degrading speech intelligibility demonstrate that the temporal alignment between the stimulus and delta-theta band responses is higher when the stimulus is intelligible (Peelle et al., 2013; Doelling et al., 2014). This, again, supports the notion that those neural oscillations that match the slow (syllabic) speech timescales are useful (if not necessary) for the extraction of relevant speech information.

Neural oscillatory responses can also be entrained at much higher rates in the middle to high (40—200 Hz) gamma band ( Fishman et al., 2000; Brugge et al., 2009). This could suggest that faster speech segments such as phonemic transitions could be extracted using the same encoding principle. High gamma responses in early auditory regions ( Ahissar et al., 2001; Nourski et al., 2009; Mesgarani and Chang, 2012; Morillon et al., 2012) reflect the fast temporal fluctuations in the speech envelope. A recent EcoG study succeeded at reconstructing the original speech input using a combination of linear and non-linear methods to decode neural responses from high gamma activity in auditory cortical regions ( Pasley et al., 2012). Therefore, the decoding of auditory activity on a large spatial scale (at the population level) demonstrates that the auditory cortex maintains a high-fidelity representation of temporal modulations up to 200 Hz. However, according to psychophysiologic ﬁndings described earlier, speech intelligibility mostly relies on the preservation of the low-frequency (<50 Hz) temporal ﬂuctuations rather than on higher-frequency information. Therefore, whether it is necessary to maintain a representation of such acoustic features to correctly perceive speech remains unclear. The following section aims at clarifying the putative neural mechanisms underpinning the segmentation and the integration of auditory speech signals into an intelligible percept.

Parallel processing at multiple timescales

 Schroeder and Lakatos (2009a, b) have argued that oscillations correspond to the alternation of phases of high and low neuronal excitability, which temporally constrain sensory processing. This means that gamma oscillations, which have a period of approximately 25 ms, provide a 10–15-ms window for integrating spectrotemporal information (low spiking rate) followed by a 10–15-ms window for propagating the output (high spiking rate; see, for illustration, Fig. 5.4A). However, because the average length of a phoneme is about 50 ms, a 10–15-ms window might be too short for integrating this information. Using a computational model of gamma oscillations generated by a pyramidal interneuron network (PING model: Borgers et al., 2005; Shamir et al., 2009) shows that the shape of a sawtooth input signal designed to have the typical duration and AM of a diphone (~50 ms; typically a consonant–vowel or vowel–consonant transition) can correctly be represented by three gamma cycles, which act as a three-bit code. Such a code has the capacity required to distinguish different shapes of the stimulus and is therefore a plausible means
to distinguish between phonemes. That 50-ms diphones could be correctly discriminated with three gamma cycles suggests that phonemes could be sampled with one/two gamma cycles. This issue is critical, as the frequency of neural oscillations in the auditory cortex might constitute a strong biophysical determinant with respect to the size of the minimal acoustic unit that can be manipulated for linguistic purposes.

In a recent extension of this model, the parsing and encoding capacity of coupled theta and gamma oscillating modules was studied (Hyafil et al., 2012). In combination, these modules succeed in signaling syllable boundaries and to orchestrate spiking within syllabic windows, so that online speech decoding becomes possible with a similar accuracy as experimental findings using intracortical recordings in monkeys (Kayser et al., 2012).

An important requirement of the computational model mentioned previously (Shamir et al., 2009) is that ongoing gamma oscillations are phase-reset, for example, by a population of onset excitatory neurons. In the absence of this onset signal the performance of the model drops. Ongoing intrinsic oscillations appear to be effective as a segmenting tool only if they align with the stimulus. Schroeder and colleagues suggest that gamma and theta rhythms work together, and that the phase of theta oscillations determines the power and possibly also the phase of gamma oscillations (Fig. 5.4B; Schroeder et al., 2008). This cross-frequency relationship is referred to as “nesting.” Electrophysiologic recordings suggest that theta oscillations can be phase-reset by several means, through multimodal corticocortical pathways (Lakatos et al., 2007; Arnal et al., 2009; Thorne et al., 2011) or through predictive top-down modulations, but most probably by the stimulus onset itself (Fig. 5.4B). This phase reset would align the speech signal and the cortical theta rhythm, the proposed instrument of speech segmentation into syllable/word units. As speech is strongly amplitude-modulated at the theta rate, this would result in aligning neuronal excitability with those parts of the speech signals that are most informative in terms of energy and spectrotemporal content (Fig. 5.4B). There remain critical computational issues, such as the means to get strong gamma activity at the moment of theta reset. Recent psychophysical research emphasizes the importance of aligning the acoustic speech signal with the brain’s oscillatory/quasi-rhythmic

---

**Fig. 5.4.** The temporal relationship between speech and brain oscillations. (A) Gamma oscillations periodically modulate neuronal excitability and spiking. The hypothesized mechanism is that neurons fire for about 12.5 ms and integrate for the rest of the 25-ms time window. Note that these values are approximate, as we consider the relevant gamma range for speech to lie between 28 and 40 Hz. (B) Gamma power is modulated by the phase of the theta rhythm (about 4 Hz). Theta rhythm is reset by speech, resulting in maintaining the alignment between brain rhythms and speech bursts.
activity. Ghitza and Greenberg (2009) demonstrated that, while comprehension was drastically reduced by time-compressing speech signals by a factor of 3, comprehension was restored by artificially inserting periods of silence. The mere fact of restoring “syllabicity” by adding silent periods to speech improves performance, even though the speech segments that remained available are still compressed. Optimal performance is obtained when 80-ms silent periods alternate with 40-ms time-compressed speech signals. These time constants allowed the authors to propose a phenomenologic model involving three nested rhythms in the theta (5 Hz), beta, or low gamma (20–40 Hz) and gamma (80 Hz) domains (for an extended discussion, see Ghitza, 2011).

**Parallel processing in bilateral auditory cortices**

There is emerging consensus, based on neuropsychologic and imaging data, that speech perception is mediated bilaterally. Poeppel (2003) attempted to integrate and reconcile several of the strands of evidence: first, speech signals contain information on at least two critical timescales, correlating with segmental and syllabic information; second, many non-speech auditory psychophysical phenomena fall in two groups, with integration constants of approximately 25–50 ms and 200–300 ms; third, both patient and imaging data reveal cortical asymmetries such that both sides participate in auditory analysis but are optimized for different types of processing in left versus right; and fourth, crucially for the present chapter, neuronal oscillations might relate in a principled way to temporal integration constants of different sizes. Poeppel (2003) proposed that there are asymmetric distributions of neuronal ensembles between hemispheres with preferred shorter versus longer integration constants; these cell groups “sample” the input with different sampling integration constants (Fig. 5.5A). Specifically, left auditory cortex has a relatively higher proportion of short-term (gamma) integrating cell groups, whereas right auditory cortex has a larger long-term (theta) integrating proportion (Fig. 5.5B). As a consequence, left-hemisphere auditory cortex is likely better

![Fig. 5.5. The asymmetric sampling in time hypothesis. (A) Temporal relationship between the speech waveform and the two proposed integration timescales (in ms) and associated brain rhythms (in Hz). (B) Proposed mechanisms for asymmetric speech parsing: left auditory cortex (LH) contains a larger proportion of neurons able to oscillate at gamma frequency than the right one (RH). (From Giraud and Poeppel, 2012b, with permission from Springer Science and Business Media.)](image-url)
equipped for parsing speech at the segmental scale, and right auditory cortex for parsing speech at the syllabic timescale. This hypothesis, referred to as the asymmetric sampling in time (AST) theory, is summarized in Figure 5.5. It accounts for a variety of psycho-physical and functional neuroimaging results that show that left temporal cortex responds better to many aspects of rapidly modulated speech content, while right temporal cortex responds better to slowly modulated signals, including music, voices, and other sounds (Zatorre et al., 2002; Warrier et al., 2009). A difference in the size of the basic integration window between left and right auditory cortices would explain speech functional asymmetry by a better sensitivity of left auditory cortex to information carried in fast temporal modulations that convey, for example, phonetic cues. A specialization of right auditory cortex to slower modulations would grant it a better sensitivity to slower and stationary cues such as harmonicity and periodicity (Rosen, 1992) that are important to identify vowels, syllables, and thereby speaker identity. The AST theory is very close, in kind, to the spectrotemporal asymmetry hypothesis promoted by Zatorre (e.g., Zatorre et al., 2002; Zatorre and Gandour, 2008), which originally proposed that, whereas the left auditory cortex is better suited to process temporal information, the right auditory cortex is better at processing spectral information. While many psychophysics and neurophysiologic experiments seem to support this idea (see Poeppel, 2003; Poeppel et al., 2008 and Giraud and Poeppel, 2012a for reviews on the topic) there is a lot of work in progress regarding this unresolved question.

Dysfunctional oscillatory sampling

Additional evidence to support the notion that neural oscillations play an instrumental role in speech processing would be to show that dysfunctional oscillatory mechanisms result in speech-processing impairments. Dyslexia, which is a phonologic deficit, i.e., a deficit in processing speech sounds, presumably constitutes a good candidate to test this hypothesis. Temporal sampling mediated by cortical oscillations has recently been proposed to be a central mechanism in several aspects of dyslexia (Goswami, 2011). This proposal suggests that a deficit involving theta oscillations might impair the tracking of low temporal modulations in the syllabic range. In a complementary way, it was proposed recently that gamma oscillations might play a role in yielding an auditory phonemic deficit.

Interestingly, at around 30 Hz, the left-dominant phase-locking profile of auditory responses in MEG (auditory steady-state responses) was only present in subjects with normal reading ability (Lehongre et al., 2011). Because this response is absent in dyslexic participants, the authors suggested that the ability of their left auditory cortex to parse speech at the appropriate phonemic rate was altered. Those with dyslexia had a strong response at this frequency in right auditory cortex and therefore presented an abnormal asymmetry between left and right auditory cortices. Importantly, the magnitude of the anomalous asymmetry correlated with behavioral measures in phonology (such as non-word repetition and rapid automatic naming). Finally it was also shown that dyslexic readers had a stronger resonance than controls in both left and right auditory cortices at frequencies between 50 and 80 Hz. This supports the notion that these subjects had a tendency to oversample information in the phonemic range, this latter effect being positively correlated with a phonologic memory deficit. As a consequence, if dyslexia induces speech parsing at a wrong frequency, phonemic units would be sampled erratically, without necessarily inducing major perceptual deficits (Ramus and Szenkovits, 2008; Ziegler et al., 2009). As a consequence, the phonologic impairment could take different forms, with a stronger impact on the acoustic side for undersampling (insufficient acoustic detail per time unit) and on the memory side for oversampling (too many frames to be integrated per time unit).

Although important, the observation that oscillatory anomalies co-occur with atypical phonologic representations remains insufficient to establish a causal role of dysfunctional oscillatory sampling. Causal evidence that auditory sampling is determined by cortical columnar organization could be obtained from knockout animal models comparing neuronal activity to continuous auditory stimuli in sites with various degrees of columnar disorganization. However, such animal work can only indirectly address a specific relation to speech processing.

CONCLUSION

Time is an essential feature of speech perception. No speech sound can be identified without integrating the acoustic input over time, and the temporal scale at which such integration operates determines whether we are hearing phonemes, syllables, or words. The central idea of this chapter is that, unlike subcortical processing that faithfully encodes speech sounds in their precise spectrotemporal structure, processing in primary and association auditory cortices results in the discretization of spectrotemporal patterns, using variable temporal integration scales. By analogy with Heisenberg’s uncertainty principle (Ozawa, 2003), speech representations cannot be precise in both time and space. The limited phase-locking capacity of the auditory cortex thus appears a likely counterpart to its spatial integration properties (across cortical layers...
and functional regions). Speech processing through and across cortical columns containing complex recurrent circuits bears a cost on the temporal precision of speech representations, and integration at gamma scale could be a direct consequence of processing at the cortical column scale. In this chapter we argue that the auditory cortex uses gamma oscillations to integrate the speech auditory stream at the phonemic timescale, and theta oscillations to signal syllable boundaries and orchestrate gamma activity. Although the generation mechanisms are less well known for theta than for gamma oscillations, at present we see no alternative computational solution to the online speech segmentation and integration problem than invoking coupled theta and gamma activity. More research is needed to evaluate the detailed neural operations that are necessary to transform the acoustic input into linguistic representations, and it might turn out that non-oscillatory mechanisms succeed more efficiently in achieving these transformations.
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